
Universidade Federal da Bahia - UFBA
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Marcus Vińıcius da Conceição Morro

Tese apresentada ao Colegiado do Programa de

Pós-Graduação em Matemática UFBA/UFAL
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Resumo

O conceito de hiperbolicidade uniforme introduzido por Smale e os modelos hiperbólicos

são ainda fonte de inúmeros problemas em aberto. No contexto de dinâmica a tempo

cont́ınuo, as contribuições de Bowen, Ruelle e Ratner nos mostram que fluxos hiperbólicos

são semi-conjugados a fluxos de suspensão sobre um shift. Este resultado nos permite es-

tudar propriedades de um sistema a tempo cont́ınuo a partir do shift associado. Nesta tese

abordamos duas questões, nomeadamente os expoentes de Lyapunov de cociclos lineares

e otimização ergódica.

No contexto de cociclos lineares, mostramos a simplicidade do espectro de Lyapunov

para cociclos sobre fluxos hiperbólicos que preservam uma medida hiperbólica ergódica

com estrutura de produto local. Mais precisamente, mostramos que existe um conjunto

aberto e denso de geradores infinitesimais que geram cociclos com esta propriedade. Aqui

usamos a topologia no espaço dos geradores infinitesimais com regularidade pelo menos

Hölder.

No contexto de otimização ergódica, provamos que, para um fluxo hiperbólico, funções

Hölder cont́ınuas genéricas possuem uma única medida maximizante, a qual é suportada

em uma órbita periódica. No contexto de funções cont́ınuas, mostramos que para um

fluxo hiperbólico funções cont́ınuas genéricas possuem uma única medida maximizante

com suporte total e entropia zero, em contraponto com o caso mais regular.

Palavras chaves: Fluxos hiperbólicos; Cociclos lineares; Expoentes de Lyapunov;

Otimização ergódica.



Abstract

The concept of uniform hyperbolicity introduced by Smale and the hyperbolic models

are still the source of numerous open problems. In the context of continuous-time dy-

namics, the contributions of Bowen, Ruelle and Ratner show that hyperbolic flows are

semi-conjugated to suspension flows over a shift. This result allows us to study proper-

ties of a continuous time system from the associated shift. In this thesis we address two

questions, namely the Lyapunov exponents of linear cocycles and ergodic optimization.

In the context of linear cocycles, we show the simplicity of the Lyapunov spectrum

for cocycles on hyperbolic flows that preserve an ergodic hyperbolic measure with local

product structure. More precisely, we show that there is an open and dense set of in-

finitesimal generators that generate cocycles with this property. Here we use the topology

in the space of infinitesimal generators with at least Hölder regularity.

In the context of ergodic optimization, we prove that for a hyperbolic flow, generic

Hölder continuous functions have a single maximizing measure, which is supported in a

periodic orbit. In the context of continuous functions, we show that for a hyperbolic flow

generic continuous functions have a single maximizing measure with full support and zero

entropy, in counterpoint to the more regular case.

Keywords: Hyperbolic flows; Linear cocycles; Lyapunov exponents;

Ergodic optimization.
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Chapter 1

Introduction

Uniform hyperbolic dynamical systems were introduced by Smale in the 1960’s. Since

then the theory has been developed in many directions, one of them being the area

of nonuniformly hyperbolicity, with the study of the Lyapunov exponents. Non-zero

Lyapunov exponents assure asymptotic exponential rate of divergence or convergence

of two neighboring trajectories, whereas zero exponents give us the lack of any kind of

asymptotic exponential behavior. A central question in dynamical systems is to determine

whether we have non-zero Lyapunov exponents for a given dynamics and some or the

majority of nearby systems. An answer for that usually depends on the smoothness and

richness of the dynamical system, among the other aspects.

The ergodic theory of hyperbolic systems has also been developed. Hyperbolic flows

have been studied since the 1970’s and, in particular, its geometric structure is very well

understood. By the works of Bowen, Sinai and Ruelle [15, 13, 40] hyperbolic flows admit

finite Markov partitions and are semi-conjugated to suspension flows over hyperbolic

maps. The Markov structure was strongly used to study the thermodynamic formalism

for hyperbolic flows and it was established in the 1970’s (see [15]) that there is a unique

equilibrium state µξ with respect to any Hölder continuous potential ξ : Λ → R. In

addition, µξ is obtained as a suspension of a σR-invariant measure ν with the usual local

product structure, where σR is a subshift of finite type. It is known that the set of invariant

measures for hyperbolic dynamical systems is large (see for example [39]), which is the

best scenario for the problems of ergodic optimization, where, roughly speaking, we are

interested in maximizing (or minimizing) integral of functions under invariant measures.

In this work we give contributions for both study of Lyapunov exponents and ergodic

optimization for uniformly hyperbolic flows.

First we deal with Lyapunov exponents for hyperbolic flows. Given a linear differential

system A : M → sl(2,K) over a flow (X t)t∈R : M → M (see Subsection 2.1.3), the Lya-
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punov exponents associated to A detect if there are any exponential asymptotic behavior

on the evolution of the time-continuous cocycle (Φt
A)t along orbits (cf. [5]). Under certain

measure preserving assumptions on (X t)t and integrability of log ‖Φt
A‖, the existence of

Lyapunov exponents for almost every point is guaranteed by Oseledets’ theorem ([36]).

For discrete-time dominated cocycles over uniformly hyperbolic maps Bonatti and

Viana [11] proved that for the majority of cocycles all Lyapunov exponents have multi-

plicity 1. Avila and Viana [1] exhibited an explicit sufficient condition for the Lyapunov

exponents of a linear cocycle over a Markov map to have multiplicity 1. More recently,

in [2] Backes, Poletti, Varandas, and Lima proved that generic fiber-bunched and Hölder

continuous linear cocycles over a non-uniformly hyperbolic system endowed with a u-

Gibbs measure have simple Lyapunov spectrum. In the context of continuous flows over

compact Hausdorff spaces Bessa ([7, 8]) proved the existence of a residual set R, i.e. a

C0-dense Gδ (a countable intersection of open sets), such that for any conservative linear

differential system in R either the Oseledets’ decomposition along the orbit of almost

every point has dominated splitting or else the spectrum is trivial, meaning that all the

Lyapunov exponents vanish. Considering the Lp topologies, Bessa and Vilarinho proved

in [10] the abundance of trivial spectrum for a large class of linear differential systems.

In this work we are interested in proving abundance of non-zero Lyapunov exponents

for more regular time continuous cocycles (at least Hölder continuous) taking values in

SL(2,K), where K = C or K = R. Our purpose here is to contribute to the better un-

derstanding of the ergodic theory cocycles over a hyperbolic flow and to answer some

of the questions raised by Viana, namely part of Problem 6 of [43]. First we address

the case of suspension flows (as a model to flows that admit a global cross-section) and

then deal with the uniformly hyperbolic flows. The strategy used to prove the result for

SL(2,K)-cocycle over suspension flows is to make a reduction to the discrete-time case

by considering an induced cocycle in the fiber that also depends on the roof function. We

perform perturbations on the space Cr,ν(M, sl(2,K)) of the infinitesimal generators so the

induced discrete-time cocycle satisfies the hypothesis of the criterion of [1]. Here we point

out that instead of making perturbations on the discrete-time cocycles, our perturbations

are on the space of its infinitesimal generators, which demands extra work.

Our strategy uses [11, Proposition 9.1], where more general SL(d,K)-cocycles, with

d ≥ 2, are considered. But in their proof they constructed a dominated splitting to find,

by perturbation, periodic points without complex eingenvalues. This splitting needs to be

Hölder with respect to the point on the basis. This fact is not proved in [11, Proposition

9.1], what makes the proof incomplete.

Our second point of view is about ergodic optimization. Let T : X → X be a con-
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tinuous map, where X is a compact metric space, and let MT be the collection of those

Borel probability measures on X which are preserved by T . The objects of interest in the

field of ergodic optimization are those T -invariant probability measures which maximize,

or minimize, the space average
∫
fdµ, for f : X → R, over all µ ∈ MT . These are the

maximizing measures and minimizing measures for the function f (with respect to the

dynamical system T : X → X). Since maximizing measures do exist, the fundamental

question of ergodic optimization is: what can we say about the maximizing measures? For

example, is there only one maximizing measure for typical observables? Can we describe

the support of a maximizing measure?

The problem of describing the set

P(E) := {φ ∈ E : there is a single φ-maximizing measure supported on a periodic orbit},

where E is some suitable set of continuous observables has been studied by several au-

thors in the discrete-time context. See for instance, Contreras [19], Contreras, Lopes

and Thieullen [20] for the expanding case, Fathi [22] for an approach using KAM theory,

Bousch [12]. Quas and Siefken [37] for the one-sided shift. See also Yuan and Hunt [45],

Morris [34] and references therein. For continuous-time, Mañé [33] conjectured that for

a generic Lagrangian, there exits a unique minimizing measure, and it is supported by a

periodic orbit. See also Garibaldi, Lopes and Thieullen [24] for a relation with lagrangian

systems in the context of ergodic optimization. Based on various approaches utilized in

the literature, we can emphasize that the regularity of the observables plays an important

role in the proofs: for Lipschitz potentials, one can obtain maximizing measures supported

in periodic orbits, whereas for continuous potentials, the support of the maximizing mea-

sure is the whole space. We shall consider ergodic optimization for flows with respect to

both continuous and Hölder continuous observables.

We prove that for a hyperbolic suspension flow there is a open and dense set of Hölder

observable with a single maximizing measure, which is supported on a periodic orbit.

We also prove that for a hyperbolic suspension flow there is a dense set of continuous

observables with a single maximizing measure which has full support.

This thesis is organized as follows. In Chapter 2 we given necessary definitions and

state the main results. In Chapter 3 we give preliminary results that will be used in

Chapters 4 and 5. In Chapter 4 we deal with Lyapunov exponents for hyperbolic flows.

In Chapter 5 we deal with ergodic optimization. Finally in Chapter 6 we comment on

some open question on both themes of the thesis.
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Chapter 2

Main results

2.1 Some definitions

2.1.1 Hyperbolic flows

Let M be a closed Riemannian manifold and d : M ×M → [0,∞) distance function

given by the arc length of a minimizing geodesic. Let (X t)t : M → M be a smooth flow

generated by a C1 vector field X : M → TM . Let x ∈M be a critical point for the field

X, that is, X(x) = 0, and let J denote the Jacobian matrix of X at x. If the matrix J

has no eigenvalues with zero real parts then x is called hyperbolic critical point. Note that

if x is a critical point for the field X, than x is a fixed point for the flow (X t)t, that is,

X t(x) = x for all t ∈ R. So a hyperbolic critical points may also be called hyperbolic fixed

points.

Now let Λ ⊆M be a compact and (X t)t-invariant set. We say that a flow (X t)t : Λ→ Λ

is uniformly hyperbolic if for every x ∈ Λ there exist a DX t-invariant and continuous

splitting TxM = Es
x ⊕ EX

x ⊕ Eu
x and constants C > 0 and 0 < θ1 < 1 such that

‖DX t | Es
x‖ ≤ Cθt1 and ‖(DX t)−1 | Eu

x‖ ≤ Cθt1, (2.1.1)

for every t ≥ 0. We say that (X t)t is an Anosov flow if (X t)t : M → M is uniformly

hyperbolic. It has been shown by Gourmelon in [25] that there exists an adapted metric

which allows us to take C = 1.

Now let Λ be a hyperbolic set for (X t)t∈R. For each x ∈ Λ, we consider the sets

W s(x) = {y ∈M : d(X t(y), X t(x)) −−−−→
t→+∞

0}

and

W u(x) = {y ∈M : d(X t(y), X t(x)) −−−−→
t→−∞

0}.

4



And for any sufficiently small ε > 0, we consider the sets

W s
ε (x) = {y ∈M : d(X t(y), X t(x)) ≤ ε for t ≥ 0}

and

W u
ε (x) = {y ∈M : d(X t(y), X t(x)) ≤ ε for t ≤ 0}

These are smooth manifolds, called respectively local stable and unstable manifolds (of

size ε) at the point x. Moreover:

1. TxW
s
ε (x) = Es

x and TxW
u
ε (x) = Eu

x ;

2. for each t > 0 we have

X t(W s
ε (x)) ⊂ W s

ε (X t(x)) and X−t(W u
ε (x)) ⊂ W u

ε (X−t(x));

3. there exist κ > 0 and γ ∈ (0, 1) such that for each t > 0 we have

d(X t(y), X t(x)) ≤ κγtd(y, x) for y ∈ W s
ε (x),

and

d(X−t(y), X−t(x)) ≤ κγtd(y, x) for y ∈ W u
ε (x).

We define the weak local stable and unstable manifolds as

Wws
ε (x) =

⋃
t∈R

W s
ε (X t(x))

and

Wwu
ε (x) =

⋃
t∈R

W u
ε (X t(x)),

respectively. These sets are invariant manifolds tangents to Es
x⊕EX

x and EX
x ⊕Eu

x em x,

respectively.

We also introduce the notion of a locally maximal hyperbolic set.

Definition 2.1.1. A set Λ is said to be locally maximal (with respect to a flow (X t)t∈R)

if there exists an open neighborhood U of Λ such that

Λ =
⋂
t∈R

X t(U).

Now let Λ be a locally maximal hyperbolic set. For any sufficiently small ε, there

exists a δ > 0 such that if x, y ∈ Λ are at a distance d(x, y) ≤ δ, then there exists a

unique t = t(x, y) ∈ [−ε, ε] for which the set

[x, y] = W s
ε (X t(x)) ∩W u

ε (y)

is a single point in Λ (see [28, Proposition 7.2]).

5



Definition 2.1.2. We say that Λ is a hyperbolic basic set if

1. Λ contains no fixed points and is hyperbolic;

2. the periodic orbits of (X t)t|Λ are dense in Λ;

3. (X t)t|Λ is a topologically transitive flow, that is, (X t)t|Λ has a dense orbit;

4. Λ is locally maximal.

Definition 2.1.3. The nonwandering set Ω for the flow (X t)t is defined by

Ω ={x ∈M : for every open neighborhood V of x and every t0 > 0

there exists t > t0 so that X t(V ) ∩ V 6= ∅}.

The flow (X t)t is said to satisfy Axiom A if its nonwandering set Ω is the disjoint union

of hyperbolic sets and a finite number of hyperbolic fixed points.

2.1.2 Local Product Structure

Given a regular point x ∈M for the C1 vector field X : M → TM , that is, X(x) 6= 0,

the Tubular Neighborhood Theorem (see for instance [31, Chapter 3]) ensures the exis-

tence of a positive number δ = δx > 0, an open neighborhood U δ
x of x, and a diffeomor-

phism Ψx : U δ
x → (−δ, δ) × B(x, δ) ⊂ R × Rd, where B(x, δ) is identified with the ball

B(~0, δ) ∩ 〈(1, 0, . . . , 0)⊥〉, and 〈(1, 0, . . . , 0)⊥〉 denotes the hyper-space orthogonal to the

vector (1, 0, . . . , 0), such that the vector field X in U δ
x is the pull-back of the vector field

Y := (1, 0, . . . , 0) in (−δ, δ)×B(x, δ). More precisely, Y = (Ψx)∗X := D(Ψx)Ψ−1
x
X(Ψ−1

x ).

In this case the associated flows are conjugated, that is, Y t(·) = Ψx(X
t(Ψ−1

x (·))) for every

t sufficiently small.

Let Λ be a hyperbolic set. Given x ∈ Λ and ε > 0 small enough, both invariant

manifolds W s
ε (X t(y)) and W u

ε (X t(y)) have size of at least ε for all y ∈ Λ∩U δ
x and all t such

that X t(y) ∈ U δ
x . As a consequence, if we consider the section Σx = Ψ−1

x ({0} × B(x, δ))

at point x, then for any y ∈ Λ ∩ U δ
x the intersection F sy = Wws

ε (y) ∩ Σx (respectively

Fuy = Wwu
ε (y)∩Σx) defines a smooth and long stable (respectively unstable) submanifold

in Σx (see Figure 2.1.1).

Since the angles between stable and unstable foliations are bounded away from zero

in hyperbolic sets, it is not difficult to verify that for all y, z ∈ Λ ∩ U δ
x the intersection

[y, z]Σx := Fuy t F sz consists of a unique point, since δ is small (see [30] and Figure 2.1.2).

Define

N u
x (δ) = {[x, y]Σx : y ∈ Λ ∩ U δ

x} ⊂ Σx ∩ Fux

6



Figure 2.1.1: Stable and unstable leaves.

Figure 2.1.2: Intersection of unstable and stable leaves.

as a u-neighborhood of x in Σx and

N s
x (δ) = {[y, x]Σx : y ∈ Λ ∩ U δ

x} ⊂ Σx ∩ F sx

a s-neighborhood of x in Σx. The set Nx(δ) := Λ ∩ U δ
x is a neighborhood x in Λ. Then

the transformation

Υx : Nx(δ) // N u
x (δ)×N s

x (δ)× (−δ, δ)
y � // ([x, y]Σx , [y, x]Σx , t(y)),

(2.1.2)

with t(·) uniquely determined by X t(y)(y) ∈ Σx, is a homeomorphism.

A Borel (X t)t-invariant probability measure µ on M is called hyperbolic if for µ-almost

x ∈M and v ∈ TxM\{R ·X(x)} we have that

lim
t→±∞

1

t
log ‖DX t(x) · v‖ 6= 0.

Recall that given measurable spaces (X1,Σ1) and (X2,Σ2), a measurable mapping

f : X1 → X2 and a measure µ : Σ1 → [0,+∞], the pushforward of µ is defined to be the

measure f∗(µ) : Σ2 → [0,+∞] given by

(f∗(µ))(B) = µ
(
f−1(B)

)
for B ∈ Σ2.

We can now define a local product structure for flow invariant measures.

7



Definition 2.1.4. A hyperbolic measure µ has local product structure on Λ if for all

x ∈ supp(µ) ∩ Λ and a small δ > 0 the measure (Υx)∗µ|Nx(δ) is equivalent to the product

measure µux×µsx×Leb, where µix denotes the marginal measure of (Υx)∗(µ|Nx(δ)) in N i
x(δ),

for i = u, s, and Leb is the Lebesgue measure on the interval (−δ, δ) identified with a

segment of the trajectory through x and Υx is given by (2.1.2). We denote by µΣ the

marginal measure µ|Nx(δ) in Σ obtained via projection along the direction of the flow.

2.1.3 Linear differential systems and infinitesimal generators

We now describe the set of time-continuous linear differential systems associated to

an infinitesimal generator A : M → sl(2,K), where K = C or K = R and sl(2,K) is

the special linear Lie algebra of 2 × 2 matrices with trace zero and with the Lie bracket

[X, Y ] := XY−Y X. Given r ≥ 0 and ν ∈ [0, 1], with r+ν > 0, denote by Cr,ν(M, sl(2,K))

the Banach space of Cr+ν linear differential systems with values on the Lie algebra sl(2,K),

endowed with the topology Cr,ν defined by the norm

‖A‖r,ν = sup
0≤j≤r

sup
x∈M
‖DjA(x)‖+ sup

x,y∈M
x 6=y

‖DrA(x)−DrA(y)‖
‖x− y‖ν

. (2.1.3)

Given A ∈ Cr,ν(M, sl(2,K)) and a C1+α flow (X t)t : M → M the dynamics on the

fibers is given by a cocycle in continuous time Φt
A : M → SL(2,K). For each x ∈ M we

obtain Φt
A(x) as a solution of the equation

∂tu(s)
∣∣∣
s=t

= A(X t(x)) · u(t), u(0) = u0 ∈ SL(2,K) (2.1.4)

known as linear variational equation (or equation of the first variation). The unique

solution of (2.1.4) with u(0) = 1d is called fundamental solution related to the system A.

This solution is a curve of linear applications (Φt
A(x))t∈R in SL(2,K) which can be seen

as a skew product flow

F t
A : M ×K2 // M ×K2

(x, v) � // (X t(x),Φt
A(x)v),

for all t ∈ R. The cocycle identity holds for the fundamental solution of (2.1.4), that

is, Φt+s
A (x) = Φs

A(X t(x)) ◦ Φt
A(x) holds for all x ∈ M and t, s ∈ R and, clearly, A(x) =

∂tΦ
t
A(x)|t=0 for all x ∈M (see Figure 2.1.3). It follows from the previous cocycle identity

that, for all x ∈M and t ∈ R, (Φt
A(x))−1 = Φ−tA (X t(x)) and (Φt

A(x))−1 coincides with the

solution of the differential equation associated with the infinitesimal generator −A, that

is,

∂tu(s)
∣∣∣
s=t

= −A(X t(x)) · u(t), (2.1.5)

because of the time reversal.
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Figure 2.1.3: Action of the cocycle on the fibers.

For the proofs of ours main results (see statement in Section 2.2) it is enough to

consider ν = 1, that is, we can assume A to be Lipschitz. In fact, if A is ν-Hölder

continuous with respect to the metric d(·, ·), then A is Lipschitz with respect to the metric

d(·, ·)ν . Therefore, up to a the change of metric, we can assume that A is Lipschitz.

We now recall Oseledets’ Theorem, which guaranties the existence of Lyapunov ex-

ponents. If µ is a (X t)t-invariant probability measure such that log ‖Φt
A(·)±1‖ ∈ L1(µ),

for each t ∈ R, then it follows from the Oseledets theorem ([36]) that for µ-almost ev-

ery x there is a decomposition K2 = E1
x ⊕ E2

x (which can be trivial), called Oseledets

decomposition, and for 1 ≤ i ≤ 2 there are well defined real numbers

λi(A,X
t, x) = lim

t→±∞

1

t
log ‖Φt

A(x)vi‖, ∀vi ∈ Ei
x \ {~0}

called Lyapunov exponents associated to A, (X t)t and x. The Oseledets decomposition is

(Φt
A)t-invariant, that is, Φt

A(x)·Ei
x = Ei

Xt(x) for every t ∈ R. Moreover, if µ is ergodic, then

the Lyapunov exponents are constant for almost every point. We say that λi(A,X
t, x)

has multiplicity 1 if dimEi = 1, and that the cocycle Φt
A has simple spectrum on x if

λi(A,X
t, x) has multiplicity 1 for all 1 ≤ i ≤ 2, in other words, if all Lyapunov exponents

associated with A, (X t)t and x are distinct. Since we deal with cocycles taking values in

the Lie algebra sl(2,K), this implies that λ1(A,X t, x) = −λ2(A,X t, x) (see, for example,

[44, Subsection 4.3.3]). If λ1(A,X t, x) = 0 we have a trivial decomposition, that is, we

define E1
x = {0} and K2 = E2

x.

Remark 2.1.5. For more general GL(2,K)-cocycles the sum of the exponents may not

be zero, so simple spectrum means that two exponents are different, but not necessary

symmetrical.
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Definition 2.1.6. Let (X t)t : M →M be a smooth flow and let Λ ⊂M be a hyperbolic

set for (X t)t. Let θ1 > 0 be the constant of hyperbolicity of (X t)t in (2.1.1). We say that

the cocycle (Φt
A)t associated with A is fiber-bunched if there is 0 < θ2 < 1 such that

‖Φt
A(x)‖ · ‖(Φt

A(x))−1‖ · θt·β1 < θ2, (2.1.6)

for all t ≥ 0 and all x ∈ Λ.

Note that the latter defines a C0-open set in the space of linear cocycles.

2.1.4 Ergodic optimization

Let M be a closed Riemannian manifold and (X t)t : M → M a smooth flow. Denote

byM1(M, (X t)t) the set of all (X t)t-invariant Borel probability measures in M . Given a

continuous function Φ : M → R, a maximizing measure for (X t)t with respect to Φ is a

measure µ ∈ M1(M, (X t)t) which maximizes the integral of Φ among all (X t)t-invariant

Borel probabilities, that is∫
Φdµ = max

{∫
Φdν

∣∣∣∣ ν ∈M1(M, (X t)t)

}
.

Note that this maximum always exists because M1(M, (X t)t) is compact in the weak*

topology and ν 7→
∫

Φdµ is continuous. We denote

M(Φ, (X t)t) = max

{∫
Φdν

∣∣∣∣ ν ∈M1(M, (X t)t)

}
.

Analogously, if f : Σ → Σ is a continuous map and ϕ : Σ → R is continuous,

a maximizing measure for f and ϕ is a f -invariant Borel probability measure µ̄ which

maximizes the integral of ϕ among all f -invariant Borel probabilities, that is∫
ϕdµ̄ = max

{∫
ϕdν̄

∣∣∣∣ ν̄ ∈M1(Σ, f)

}
.

We denote M(ϕ, f) = max
{∫

ϕdν̄
∣∣ ν̄ ∈M1(Σ, f)

}
.

2.2 Statements

2.2.1 Simplicity of Lyapunov spectra

Our main result about simplicity of Lyapunov spectra for cocycles over hyperbolic

flows is the following (definitions will be given in Chapter 3).
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Theorem A. Let (X t)t be a smooth flow on a compact Riemannian manifold M , and let

Λ be a hyperbolic set for (X t)t. Assume that µ is an ergodic, hyperbolic measure and has

local product structure on Λ. Then there exists an open and dense subset O of infinitesimal

generators in Cr,ν(M, sl(2,K)) with fiber-bunched associated cocycles, such that for any

A ∈ O the cocycle Φt
A has simple Lyapunov spectrum for µ-almost every point.

Let us mention that Fanaee [21] proved that there exists an open and dense set of

fiber-bunched SL(d,K)-cocycles over Lorenz flows that have simple spectrum. In compar-

ison with [21], our theorem is stated with respect to open and dense set of infinitesimal

generators while in [21] the author uses a stronger topology on the space of linear differ-

ential systems with a much strong domination condition and does not characterize fiber

bunching.

2.2.2 Ergodic optimization

For ergodic optimization our first result concerns suspension flows over a two-sided

subshift of finite type and Hölder observables.

Let Cα(Σ,R) denote the space of α-Hölder observables φ : Σ→ R: there are constants

C, α > 0 so that

|φ(x)− φ(y)| ≤ Cd(x, y)α (2.2.1)

for all x, y ∈ Σ.

Theorem B. Let σ : ΣR → ΣR be a two-sided subshift of finite type. Given a Hölder

continuous function r : ΣR → R, let (X t)t∈R be the suspension flow over σ with height

function r. There exists an open and dense set Rr ⊂ Cα(Σr
R,R) of observables Φ : Σr

R →
R such that, for every Φ ∈ Rr, there is a single (X t)t-maximizing measure with respect

to Φ, and it is supported on a periodic orbit.

Using Theorem B and semi-conjugation we extend this result for a flow with a hyper-

bolic basic set. More precisely:

Theorem C. Let M be a d-dimension compact boundaryless Riemannian manifold and

(X t)t∈R be a C1-flow in M . If there is a hyperbolic basic set Λ ⊂M for (X t)t∈R embedding

on a suspension flow over a subshift of finite type, then there exists an open and dense set

R ⊂ Cα(M,R) of observables Φ : M → R such that, for every Φ ∈ R, there is a single

(X t)t∈R-maximizing measure, with respect to Φ, and it is supported on a periodic orbit.

We also achieve the following result for continuous observables:
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Theorem D. Let f : M →M be a continuous transformation of a compact metric space

satisfying Bowen’s specification property. Given a Hölder continuous function r : M → R,

let (X t)t∈R be the suspension flow over f with height function r. Then there exists a dense

Gδ set Z ⊂ C0(M r,R) such that for every ϕ ∈ Z, there is a single (X t)t∈R-maximizing

measure, it has zero entropy and support equal to M r.
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Chapter 3

Background material on hyperbolic

flows

In this chapter we recall necessary results on hyperbolic flows which will be used in the

remaining chapters. More precisely, we will see how to use Markov systems constructed

by Bowen and Ratner for basic hyperbolic sets for flows to associate symbolic dynamic

to these sets. This will be used to semi-conjugate a hyperbolic flow to a suspension flows

over a shift map.

3.1 Symbolic dynamics

Let Σn = {1, . . . , n}Z be the space of all sequences x = {xi}∞i=−∞ with xi ∈ {1, . . . , n}
for all i ∈ Z. We define the (left) shift homeomorphism σ : Σn → Σn by σ

(
{xi}∞i=−∞

)
=

{xi+1}∞i=−∞. If R is an n× n matrix of 0’s and 1’s, let

ΣR =
{
x ∈ Σn : Rxixi+1

= 1 for all i ∈ Z
}
,

we call the restriction σR = σ|ΣR : ΣR → ΣR the subshift of finite type map. Now

let Σ+
n = {1, . . . , n}N be the space of all sequences x = {xi}∞i=0 with xi ∈ {1, . . . , n}

for all i ∈ N. We define the one-sided (left) shift homeomorphism σ+ : Σ+
n → Σ+

n by

σ+ ({xi}∞i=0) = {xi+1}∞i=0. If R is an n× n matrix of 0’s and 1’s, the one-sided subshift of

finite type determined by R is given by

Σ+
R =

{
x ∈ Σ+

n : Rxixi+1
= 1 for all i ∈ N

}
and we call the restriction σ+

R = σ+|Σ+
R : Σ+

R → Σ+
R the one-sided (left) subshift of finite

type map.
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For φ : ΣR → R continuous we define the variation of φ on k-cylinders by

varkφ = sup{|φ(x)− φ(y)| : xi = yi for all |i| ≤ k}.

Let FR be the family of all continuous φ : ΣR → R for which varkφ ≤ bck (for all k ≥ 0)

for some positive constants b and c ∈ (0, 1).

Remark 3.1.1. For any β ∈ (0, 1) one can define the metric dβ on ΣR by dβ(x, y) = βN

where N is the largest non-negative integer with xi = yi for every |i| < N . Then FR is

the set of functions which have a positive Hölder exponent with respect to dβ. In fact,

for x, y ∈ ΣR there is N ∈ N such that dβ(x, y) = βN , this means that x and y are in a

N -cylinder and for φ ∈ FR we have that

varNφ ≤ bcN

and this implies that

|φ(x)− φ(y)| ≤ bcN .

So choosing α ∈ (0, 1) such that c ≤ βα we have

|φ(x)− φ(y)| ≤ bβαN

= b(βN)α

= bdβ(x, y)α.

By (2.2.1) this means that φ is α-Hölder in the metric dβ. From now on will consider the

metric dβ for some fixed β ∈ (0, 1).

Remark 3.1.2. We have that σ+
R : Σ+

R → Σ+
R is an expanding transformation. If ρ ∈ (1

2
, 1)

the ball of radius ρ around of any point (pn)n ∈ Σ+
R is the cylinder [0; p0]R that contains

this point. We have that

d(σ+
R(xn)n, σ

+
R(yn)n) = d((xn+1)n, (yn+1)n) = βd((xn)n, (yn)n)

for any (xn)n and (yn)n in the cylinder [0; p0]R. Moreover, σ+
R([0; p0]R) is the union of

all cylinders [0; q] such that Rp0,q = 1. In particular, it contains the cylinder [0; p1]R.

Since cylinders are open and closed sets of Σ+
R, this shows us that the image of the ball

of radius ρ around (pn)n contains a neighborhood of the closure of the ball of radius ρ

around (pn+1)n. This shows that σ+
R : Σ+

R → Σ+
R is a Ruelle expanding transformation.

3.2 Suspension Flows

Here we introduce the notions of suspension flows and the Bowen–Walters distance

following [4]. Let f : Σ → Σ be a homeomorphism of a compact metric space (Σ, dΣ)
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and let r : Σ → (0,∞) be a continuous function bounded away from zero. Consider the

quotient space

Σr = {(x, t) : 0 ≤ t ≤ r(x), x ∈ Σ} / ∼ (3.2.1)

where (x, r(x)) ∼ (f(x), 0).

Definition 3.2.1. The suspension flow over f with height function r is the flow (X t)t∈R

in Σr with X t : Σr → Σr defined by X t(x, s) = (fn(x), s′), where n and s′ are uniquely

determined by
n−1∑
i=0

r(f i(x)) + s′ = t+ s, 0 ≤ s′ < r(fn(x)). (3.2.2)

Example 3.2.2. Consider Σ = [0, 1], f : [0, 1] → [0, 1], x 7→ 2x (mod 1) and take

the height function r : [0, 1] → R, x 7→ sin(5πx
2

) + 3. See Figure 3.2.1. We have that

f(0.2) = 0.4, f 2(0.2) = 0.8 and f 3(0.2) = 0.6. For the height function we have In this

case we have r(0.2) = 4, r(0.4) = 3, r(0, 8) = 3. Therefore X9(0.2, 2) = (0.6, 1). In fact,

taking s = 2, t = 9 and s′ = 1 the equation in 3.2.2 becomes

r(0.2) + r(0.4) + r(0, 8) + s′ = t+ s

4 + 3 + 3 + 1 = 9 + 2.

What is true.

Figure 3.2.1: Suspension flow over f : [0, 1]→ [0, 1], x 7→ 2x (mod 1) with height function

r : [0, 1]→ R, x 7→ sin(5πx
2

) + 3.

Now we describe a distance introduced by Bowen and Walters in [16] for suspension

flows. Without loss of generality, one can always assume that the diameter diamΣ of

the space Σ is at most 1. When this is not the case, since Σ is compact, one can simply

consider the new distance dΣ/diamΣ in Σ.
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We first assume that the height function r is constant equal to 1. Given x, y ∈ Σ and

t ∈ [0, 1], we define the length of the horizontal segment [(x, t), (y, t)] by

ρh((x, t), (y, t)) = (1− t)dΣ(x, y) + tdΣ(f(x), f(y)).

Clearly,

ρh((x, 0), (y, 0)) = dΣ(x, y) and ρh((x, 1), (y, 1)) = dΣ(f(x), f(y)).

Moreover, given points (x, t), (y, s) ∈ Σr in the same orbit, we define the length of the

vertical segment [(x, t), (y, s)] by

ρv((x, t), (y, s)) = inf {|q| : Xq(x, t) = (y, s) e q ∈ R} .

For the height function r = 1, the Bowen–Walters distance d((x, t), (y, s)) between

two points (x, t), (y, s) ∈ Σr is defined as the infimum of the lengths of all paths between

(x, t) and (y, s) that are composed of finitely many horizontal and vertical segments.

Now we consider an arbitrary continuous height function r : Σ → (0,∞) and we

introduce the Bowen–Walters distance dΣr in Σr.

Definition 3.2.3. Given (x, t), (y, s) ∈ Σr , we define

dΣr((x, t), (y, s)) = d((x, t/r(x)), (y, s/r(y))),

where d is the Bowen–Walters distance for the height function r = 1.

For an arbitrary function r, a horizontal segment takes the form

w = [(x, t · r(x)), (y, t · r(y))],

and its length is given by

`h(w) = (1− t)dΣ(x, y) + tdΣ(f(x), f(y)).

Moreover, the length of a vertical segment w = [(x, t), (x, s)] is now

`v(w) = |t− s|/r(x),

for any sufficiently close t and s.

It is sometimes convenient to measure distances in another manner. Namely, given

(x, t), (y, s) ∈ Σr, let

dπ((x, t), (y, s)) = min


dΣ(x, y) + |t− s|,

dΣr(f(x), y) + r(x)− t+ s,

dΣr(x, f(y)) + r(y)− s+ t,

 . (3.2.3)
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We note that dπ may not be a distance. Nevertheless, the following result relates dπ to

the Bowen–Walters distance dΣr . The proof of the next proposition can be found in [4,

Proposition 2.1].

Proposition 3.2.4 ([4]). If f is an invertible Lipschitz map with Lipschitz inverse, then

there exists a constant c ≥ 1 such that

c−1dπ(p, q) ≤ dΣr(p, q) ≤ cdπ(p, q) (3.2.4)

for every p, q ∈ Σr.

Let ν be a measure in Σ invariant by f . We denote by Leb the Lebesgue measure

in R. The measure (ν × Leb)|Σr is invariant by the suspension flow (X t)t. We call

µ = (ν ×Leb)|Σr the suspension of ν. We that for every mensurable function ψ : Σr → R∫
ψdµ =

∫
dν(x)

∫ r(x)

0

ψ(Xs(x))ds.

In particular

µ(Σr) =

∫
1dµ =

∫
r(x)dν(x).

Given a (X t)t-invariant measure µ, we will build a f -invariant measure µ̃ on Σ from µ

following [35, Section 3.4.2]. For each ρ > 0, we denote Σρ = {x ∈ Σ : r(x) ≥ ρ}. Given

V ⊂ Σρ and δ ∈ (0, ρ], we denote Vδ = {X t(x) : x ∈ V e 0 ≤ t ≤ δ}. Observe that the

application (x, t) 7→ X t(x) is a bijection from V × (0, δ] in Vδ. We shall assume that Σ is

endowed with a σ-algebra of measurable subsets for which

1. the function r and the maps f and f−1 are measurable;

2. if V ⊂ Σρ is measurable then Vδ ⊂ Σr is measurable, for all δ ∈ (0, ρ].

Lemma 3.2.5 ([35]). Let V be a measurable subset of Σρ, for some ρ > 0. Then the

function δ 7→ µ(Vδ)

δ
is constant in the interval (0, ρ].

Proof. Consider any δ ∈ (0, ρ] and ` ≥ 1. It is clear that Vδ = ∪`−1
i=0X

iδ
` (V δ

`
) and this

union is disjoint. Using that µ is invariant under the flow (X t)t, t ∈ R, we conclude that

µ(Vδ) = `µ(V δ
`
) for all δ ∈ (0, ρ] and all ` ≥ 1. Then, µ(Vsδ) = sµ(Vδ) for all δ ∈ (0, ρ] and

all rational number s ∈ (0, 1). Using that the two sides of this relation vary monotonously

with s, we conclude that the equality remains valid for all real number s ∈ (0, 1). This

implies the conclusion of the lemma.

For any measurable subset V of Σρ, ρ > 0, we define µ̃(V ) =
µ(Vδ)

δ
for any δ ∈ (0, ρ].

Then given any measurable set V ⊂ Σ, we define µ̃(V ) = supρ µ̃(V ∩ Σρ).
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Lemma 3.2.6 ([35]). The measure µ̃ in Σ is invariant by the map f .

Proof. We begin by observing that the complement of the image f(Σ) has zero measure.

Indeed, suppose that there exits a set F ⊂ Σ\f(Σ) with µ̃(F ) > 0. It is not restriction to

assume that F ⊂ Σρ for some ρ > 0. Then, µ(Fρ) > 0. Since µ is finite, by hypothesis,

we can apply the Poincaré’s recurrence theorem in the flow (X−t)t∈R. We obtain that

there is z ∈ Fρ such that X−s(z) ∈ Fρ for values of s > 0 arbitrarily big. By definition,

z = X t(y) for some y ∈ F and some t ∈ (0, ρ]. By construction, the past trajectory of y

intersects Σ and therefore there x ∈ Σ such that f(x) = y. This contradicts the choice of

F . Therefore our assertion is proved.

Given a measurable set F ⊂ Σ, we denote E = f−1(F ). Furthermore, given ε > 0,

we consider a measurable partition of F in measurable subsets F i satisfying the following

conditions: for each i there exists ρi > 0 such that

1. F i and Ei = f−1(F i) are contained in Σρi ;

2. sup(r|Ei)− inf(r|Ei) < ερi.

Then choose ti < inf(r|Ei) ≤ sup(r|Ei) < si such that si − ti < ερi. Fix δi = ρi/2. Then,

using the fact that f is surjective,

X ti(Ei
δi

) ⊃ F i
δi−(si−ti) and Xsi(Ei

δi
) ⊂ F i

δi+(si−ti).

Therefore, using the hypothesis that µ is invariant,

µ(Ei
δi

) = µ(X ti(Ei
δi

)) ≥ µ(F i
δi−(si−ti))

and

µ(Ei
δi

) = µ(Xsi(Ei
δi

)) ≥ µ(F i
δi+(si−ti)).

Dividing by δi we obtain that

µ̃(Ei) ≥ 1− (si − ti)
δi

µ̃(F i) > (1− 2ε)µ(F i)

and

µ̃(Ei) ≤ 1 +
(si − ti)

δi
µ̃(F i) > (1 + 2ε)µ(F i).

Finally, summing over all values of i, we conclude that

(1− 2ε)µ̃(E) ≤ µ̃(F ) ≤ (1 + 2ε)µ̃(E).

Since ε is arbitrary, this proves that the measure µ̃ is invariant under f .
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Remark 3.2.7. It is easy to see that µ → µ̃ is onto and one-to-one. In fact, every f -

invariant measure ν is of the form µ̃ for µ = (ν×Leb)|Σr/
∫
rdν on Σr, which means that

µ → µ̃ is onto. And if µ1 and µ2 are two different (X t)t-invariant measures, there must

be some set E ⊂ Σ such that µ1(Eδ) 6= µ2(Eδ) which implies that µ̃1 6= µ̃2 and µ → µ̃

is one-to-one. Moreover, we have a bijection between the setM1(Σr, (X t)t) of the (X t)t-

invariant probabilities measures and the setM1(Σ, f) of the f -invariant probabilities. For

this, we just consider µ 7→ µ̄, where

µ̄ =
µ̃

µ̃(Σ)
.

3.3 Hyperbolic flows

The results in this section follow [6, Chapter 3], which was based on the works of

Bowen [13] and Ratner [38]. Let (X t)t∈R be a C1 flow in a smooth manifold M . This

means that X0 = id,

X t ◦Xs = X t+s for t, s ∈ R,

and that the map (t, x) 7→ X t(x) is of class C1.

Let (X t)t∈R be a C1 flow with a locally maximal hyperbolic set Λ. Consider an open

smooth disk D ⊂ M of dimension dimM − 1 that is transverse to the flow (X t)t∈R, and

take x ∈ D. Let also U(x) be an open neighborhood of x diffeomorphic to the product

D × (−ε, ε). The projection πD : U(x)→ D defined by πD(X t(y)) = y is differentiable.

Definition 3.3.1. A closed set R ⊂ Λ∩D is said to be a rectangle if R = intR (with the

interior computed with respect to the induced topology on Λ∩D) and πD([x, y]) ∈ R for

x, y ∈ R.

Now we consider a collection of rectangles R1, ..., Rk ⊂ Λ (each contained in some

open disk transverse to the flow) such that

Ri ∩Rj = ∂Ri ∩ ∂Rj for i 6= j.

Let Γ =
⋃k
i=1 Ri. We assume that there exists an ε such that:

1. Λ =
⋃
t∈[0,ε] X

t(Γ);

2. for each i 6= j either

X t(Ri) ∩Rj = ∅ for every t ∈ [0, ε],

or

X t(Rj) ∩Ri = ∅ for every t ∈ [0, ε].
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We define the transfer function τ : Λ→ [0,∞) by

τ(x) = min
{
t > 0 : X t(x) ∈ Γ

}
,

and the transfer map P : Λ→ Γ by

P (x) = Xτ(x)(x). (3.3.1)

The set Γ is a Poincaré section for the flow (X t)t∈R. One can easily verify that the

restriction of the map P to Γ is invertible. We also have P n(x) = Xτn(x)(x), where

τn(x) =
n−1∑
i=0

τ(P i(x)).

Now we introduce the notion of a Markov system.

Definition 3.3.2. The collection of rectangles R1, ..., Rk is said to be a Markov system

for (X t)t∈R on Λ if

P (int (W s
ε (x) ∩Ri)) ⊂ int (W s

ε (P (x)) ∩Rj)

and

P−1 (int (W u
ε (P (x))) ∩Rj) ⊂ int (W u

ε (x) ∩Ri)

for every x ∈ intP (Ri) ∩ intRj.

It follows from work of Bowen [13] and Ratner [38] that any locally maximal hyperbolic

set Λ has a Markov system of arbitrary small diameter. Furthermore, the map τ is Hölder

continuous on each domain of continuity, and

0 < inf {τ(x) : x ∈ Γ} ≤ sup {τ(x) : x ∈ Λ} <∞.

Now we describe how a Markov system for a hyperbolic set gives rise to a symbolic

dynamics.

Given a Markov system R1, ..., Rk for a flow (X t)t∈R on a locally maximal hyperbolic

set Λ, we consider the k × k matrix R with entries

rij =

1 if intP (Ri) ∩ intRj 6= ∅,

0 otherwise,

where P is the transfer map in (3.3.1). We also consider the set ΣR ⊂ {1, ..., k}Z given

by

ΣR =
{

(· · ·i−1i0i1 · ··) : rinin+1 = 1 for n ∈ Z
}
,

and the shift map σR : ΣR → ΣR defined by σR(· · ·i0 · ··) = (· · ·j0 · ··), where jn = in+1

for each n ∈ Z.
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Definition 3.3.3. The map σR is said to be a (two-sided) topological Markov chain with

transition matrix R.

We define a coding map ρ : ΣR →
⋃k
i=1 Ri for the hyperbolic set by

ρ(· · ·i0 · ··) =
⋂
j∈Z

(P |Γ)−j(intRij).

One can easily verify that

ρ ◦ σR = P ◦ ρ. (3.3.2)

Given β > 1, we equip ΣR with the distance d given by

d ((· · ·i−1i0i1 · ··), (· · ·j−1j0j1 · ··)) =
∞∑

n=−∞

β−|n||in − jn|.

As observed in [13, Lemma 2.2], it is always possible to choose the constant β so that the

function τ ◦ ρ : ΣR → [0,∞) is Lipschitz. By (3.3.2), the restriction of a smooth flow to a

locally maximal hyperbolic set is a factor of a suspension flow over a topological Markov

chain. Namely, to each Markov system one can associate the suspension flow (Y t)t∈R over

σR|ΣR with (Lipschitz) height function r = τ ◦ ρ. We extend ρ to a finite-to-one onto

map π : Σr
R → Λ by

π(x, s) = (Xs ◦ ρ)(x)

for

(x, s) ∈ Σr
R = {(x, t) : 0 ≤ t ≤ r(x), x ∈ ΣR} / ∼

where (x, 0) ∼ (σR, r(x)). Then

π ◦ Y t = X t ◦ π (3.3.3)

for every t ∈ R. We denote by Σ+
R the set of (one-sided) sequences (i0i1 · ··) such that

(i0i1 · ··) = (j0j1 · ··) for some (· · ·j−1j0j1 · ··) ∈ ΣR,

and by Σ−R the set of (one-sided) sequences (· · ·i−1i0) such that

(· · ·i−1i0) = (· · ·j−1j0) for some (· · ·j−1j0j1 · ··) ∈ ΣR.

The set Σ−R can be identified with Σ+
R∗ , where R∗ is the transpose of R, by the map

Σ−R 3 (· · ·i−1i0) 7→ (i0i−1 · ··) ∈ Σ+
R∗ .

We also consider the shift maps σ+
R : Σ+

R → Σ+
R and σ−R : Σ−R → Σ−R defined by

σ+
R(i0i1 · ··) = (i1i2 · ··) and σ−R(· · ·i−1i0) = (· · ·i− 2i−1).
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Now we describe how distinct points in a stable or unstable manifold can be characterized

in terms of the symbolic dynamics. Given x ∈ Λ, take ω ∈ ΣR such that ρ(ω) = x. Let

R(x) be a rectangle of the Markov system that contains x. For each ω′ ∈ ΣR, we have

ρ(ω′) ∈ W u
ε (x) ∩R(x) whenever ρ−(ω′) = ρ−(ω),

and

ρ(ω′) ∈ W s
ε (x) ∩R(x) whenever ρ+(ω′) = ρ+(ω),

where ρ+ : ΣR → Σ+
R and ρ− : ΣR → Σ−R are the projections defined by

ρ+(· · ·i−1i0i1 · ··) = (i0i1 · ··)

and

ρ−(· · ·i−1i0i1 · ··) = (· · ·i−1i0).

Therefore, writing ω = (· · ·i−1i0i1 · ··), the set W u
ε (x) ∩ R(x) can be identified with the

cylinder set

C+
i0

=
{

(j0j1 · ··) ∈ Σ+
R : j0 = i0

}
⊂ Σ+

R,

and the set W s
ε (x) ∩R(x) can be identified with the cylinder set

C−i0 =
{

(· · ·j−1j0) ∈ Σ−R : j0 = i0
}
⊂ Σ−R.
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Chapter 4

Cocycles over hyperbolic flows

In this chapter we show that for an open and dense set with respect to SL(2,K)

fiber-bunched cocycles (cf Definition 2.1.6), the Lyapunov exponents are non-zero almost

everywhere.

Let (X t)t∈R be a C1 flow on M with a locally maximal hyperbolic set Λ ⊂M . Assume

that µ is an invariant probability measure of (X t)t that is ergodic, hyperbolic and satisfies

the local product structure on Λ. Let also A ∈ Cr,ν(M, sl(2,K)) be an infinitesimal

generator with fiber-bunched associated cocycle Φt
A.

4.1 Lipschitz continuity

We start by showing that the cocycle Φt
A(x) is also Lipschitz continuous with respect

to variable x, for each t ∈ R.

Lemma 4.1.1. Given any t ∈ R and A ∈ Cr,ν(M, sl(2,K)), there is C1 = C1(t, A) > 0

such that, for all y, z ∈M , we have ‖Φt
A(y)− Φt

A(z)‖ ≤ C1d(y, z).

Proof. Fix x ∈ M and t ∈ R. Since Φt
A(x) is the solution of the differential equation

∂tu(t) = A(X t(x)) · u(t), we obtain that

Φt
A(x)v = v +

∫ t

0

A(Xs(x))Φs
A(x)vds.

Similarly we have

(Φt
A(x))−1v = v −

∫ t

0

A(Xs(x))(Φs
A(x))−1vds.

Hence we have

‖Φt
A(x)v‖ ≤ ‖v‖+

∫ t

0

‖A(Xs(x))‖ · ‖Φs
A(x)v‖ds (4.1.1)
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and

‖(Φt
A(x))−1v‖ ≤ ‖v‖+

∫ t

0

‖A(Xs(x))‖ · ‖(Φs
A(x))−1v‖ds. (4.1.2)

We make use the Grönwall’s inequality, that is given by the following

Lemma 4.1.2 (Grönwall’s inequality). Let u, v : [a, b] → R be non-negative continuous

functions that, for some α ≥ 0, satisfy

u(t) ≤ α +

∫ t

a

u(s)v(s)ds

for all t ∈ [a, b]. Then

u(t) ≤ α exp

[∫ t

a

v(s)ds

]
for all t ∈ [a, b].

Proof. See [26].

Hence, from (4.1.1) we have

‖Φt
A(x)v‖ ≤ ‖v‖ exp

[∫ t

0

‖A(Xs(x))‖ds
]

(4.1.3)

and, thus, ‖Φt
A(x)v‖ ≤ e‖A‖|t|‖v‖ for all t ∈ R and v ∈ R2. Since A is Lipschitz, there is

a constant K > 0 such that ‖A(x) − A(y)‖ ≤ Kd(x, y). Applying Gronwall’s inequality

to (X t)t we have that

‖Φt
A(y)v − Φt

A(z)v‖ ≤
∫ t

0

[
‖A(Xs(y))− A(Xs(z))‖‖Φt

A(y)v‖+ ‖A‖‖Φs
A(y)v − Φs

A(z)v‖
]
ds

≤ e‖X‖|t|‖v‖K
∫ t

0

esd(y, z)ds+

∫ t

0

‖A‖‖Φs
A(y)v − Φs

A(z)v‖ds

≤ e‖X‖|t|‖v‖Kd(y, z) +

∫ t

0

‖A‖‖Φs
A(y)v − Φs

A(z)v‖ds.

Applying again Grönwall’s inequality to Φt
A, it follows that

‖Φt
A(y)− Φt

A(z)‖ ≤ e|t|(‖A‖+‖X‖)Kd(y, z),

which proves the lemma.

The next lemma tells us that fixing x ∈ M and t ∈ R the matrix Φt
A(x) varies

continuously with respect to the infinitesimal generator A.

Lemma 4.1.3. Given t ∈ R and A,B ∈ Cr,ν(M, sl(2,K)), there exists C1 = C1(t, A,B) >

0 such that for all x ∈M and all v ∈ K2 , we have ‖Φt
A(x)v−Φt

B(x)v‖ ≤ C1‖A−B‖‖v‖.
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Proof. We have that

Φt
A(x)v = v +

∫ t

0

A(Xs(x))Φs
A(x)vds

and

Φt
B(x)v = v +

∫ t

0

B(Xs(x))Φs
B(x)vds

for all t ∈ R. So

‖Φt
A(x)v − Φt

B(x)v‖ ≤
∫ t

0

‖A(Xs(x))−B(Xs(x))‖‖Φs
B(x)v‖+ ‖A‖‖Φs

A(x)v − Φs
B(x)v‖ds

≤ e‖B‖|t|‖v‖
∫ t

0

‖A−B‖ds+

∫ t

0

‖A‖‖Φs
A(x)v − Φs

B(x)v‖ds

≤ e‖B‖|t|‖v‖|t|+
∫ t

0

‖A‖‖Φs
A(x)v − Φs

B(x)v‖ds

(Grönwall inequality) ≤ |t|‖v‖e‖B‖|t|e‖A‖|t|‖A−B‖

≤ |t|‖v‖e(‖A‖+‖B‖)|t|‖A−B‖.

So we have ‖Φt
A(x)v−Φt

B(x)v‖ ≤ C1‖A−B‖‖v‖ for all x ∈M with C1 = |t| ·e(‖A‖+‖B‖)|t|,

which proves the lemma.

Note that there exists a C0-open set in the space of fiber-bunched linear cocycles.

Lemma 4.1.4. Let A ∈ Cr,ν(M, sl(2,K)) be an infinitesimal generator and (X t)t : M →
M be a smooth flow on M . Let Λ ⊂ M be a hyperbolic set for (X t)t and θ1 ∈ (0, 1) the

hyperbolicity constant as in (2.1.1). If ‖A(x)‖ < α

2
log θ−1

1 for some α > 0 and all x ∈ Λ,

then

‖Φt
A(x)‖ · ‖(Φt

A(x))−1‖ < 1

θtα1

for all x ∈ Λ e all t ∈ R.

Proof. Since, by hypothesis, ‖A(x)‖ < α

2
log θ−1

1 , for all x ∈ Λ, we have ‖A(Xs(x))‖ <
α

2
log θ−1

1 , for all s ∈ R. By (4.1.3), we have

‖Φt
A(x)v‖
‖v‖

<

√
1

θtα1
,

for all v 6= 0. Hence ‖Φt
A(x)‖ <

√
1
θtα1

for every x ∈ Λ. Similarly, using (4.1.2), we find

that ‖(Φt
A(x))−1‖ <

√
1
θtα1

. Hence, it follows that ‖Φt
A(x)‖ · ‖(Φt

A(x))−1‖ < 1
θtα1

for all

t ∈ R.
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4.2 Proof of generic simplicity of Lyapunov spectra

We begin by describing the criterion for simplicity of the Lyapunov spectra presented

in [1] for discrete-time cocycles.

Let f : Σ→ Σ be an invertible measurable map andA : Σ→ GL(d,C) be a measurable

function with values in the group of invertible d× d complex matrices. These data define

a linear cocycle FA over the map f ,

FA : Σ× Cd → Σ× Cd, FA(x, v) = (f(x), A(x)v) .

Note that F n
A(x, v) = (fn(x), An(x) · v), where An(x) = A(fn−1(x)) · · · A(f(x))A(x) and

An(x) is the inverse of A−n(fn(x)) if n < 0.

Symbolic dynamics

Let Σ̂ = NZ be the full shift space with countable many symbols, and let σ : Σ̂ → Σ̂

shift map:

σ ((xn)n∈Z) = (xn+1)n∈Z.

Let us call cylinder of Σ̂ any set of the form

[ım, . . . , ı−1; ı0; ı1, . . . , ın] = {x̂ : xj = ıj for j = m, . . . , n} .

Cylinders of Σu = N{n≥0} and Σs = N{n<0} are defined similarly, corresponding to

[ı0; ı1, . . . , ın] = {x̂ : xj = ıj for j = 0, . . . , n} ⊂ Σu

and

[ım, . . . , ı−1; ı0] = {x̂ : xj = ıj for j = m, . . . ,−1} ⊂ Σs.

We endow Σ̂, Σu, Σu with the topologies generated by the corresponding cylinders. Let

Qu : Σ̂→ Σu and Qs : Σ̂→ Σs be the natural projections. We also consider the one-sided

shift maps σu : Σu → Σu and σs : Σs → Σs defined by

σu ◦Qu = Qu ◦ σ and σs ◦Qs = Qs ◦ σ−1.

For each x̂ = (xn)n∈Z in Σ̂, we denote xu = Qu(x̂) and xs = Qs(x̂). Then x̂ 7→ (xs, xu)

is a homeomorphism from Σ̂ to the product Σs × Σu. In what follows we often identify

the two sets through this homeomorphism. When there is no risk of ambiguity, we also

identify the local stable set

W s
ε (xu) = W s

ε (x̂) = {(yn)n∈Z : xn = yn for all n ≥ 0} with Σs

and the local unstable set

W u
ε (xs) = W u

ε (x̂) = {(yn)n∈Z : xn = yn for all n < 0} with Σu,

via the projections Qs and Qu.
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Local product structure

Let µ̂ be an ergodic σ-invariant probability measure and let µu = Qu
∗ µ̂ and µs = Qs

∗µ̂

be the images of µ̂ under the natural projections. It is easy to see that these are ergodic

invariant probabilities for σu and σs, respectively. We assume µs and µu to be positive on

cylinders. Moreover, we assume µ̂ to be equivalent to their product, meaning there exists

a measurable function ρ : Σ̂→ (0,∞), bounded away from zero and infinity, such that

µ̂ = ρ(x̂)(µs × µu), x̂ ∈ Σ̂.

Stable and unstable holonomies

Definition 4.2.1. Let A : Σ̂ → GL(d,C) be a measurable function and FA : Σ̂ × Cd →
Σ × Cd be a linear cocycle over the map σ : Σ̂ → Σ̂. A stable holonomy for A is a

continuous map Hs
A : (x, y) 7→ Hs

A,x,y, where x ∈ Σ̂, y ∈ W s(x), and Hs
A,x,y ∈ GL(d,C), is

such that

(i) Hs
A,x,y is a linear map from Ex = {x} × Cd in Ey = {y} × Cd;

(ii) Hs
A,x,x = Id and Hs

A,y,z ◦Hs
A,x,y = Hs

A,x,z, for every y, z ∈ W s(x)

(iii) Hs
A,x,y = (An(y))−1 ◦Hs

A,fn(x),fn(y) ◦ An(x) for all n ∈ N and y, z ∈ W s(x) .

Unstable holonomies Hu
A,x,y are defined similarly as the stable for holonomies for f−1.

As an easy example, if A is constant on each cylinder [i], i ∈ N, then we can define

Hs
A,x,y ≡ id and Hu

A,x,y ≡ id. We will see that fiber-bunched cocycles also admit stable

and unstable holonomies.

Statement of the criterion

Let Ψ̂ : Σ̂ → GL(d,C) be a continuous cocycle over the full shift map σ : Σ̂ → Σ̂.

Let p̂ ∈ Σ̂ be a periodic point for σ and q(p̂) ≥ 1 be its period. We call ẑ ∈ Σ̂ a

homoclinic point of p̂ if ẑ ∈ W u
ε (p̂) and there exists some multiple l ≥ 1 of q(p̂) such that

σl(ẑ) ∈ W s
ε (p̂). We assume that Ψ̂ admits stable and unstable holonomies, respectively,

Hs
Ψ̂

and Hu
Ψ̂

. Then we define the transition map (see Figure 4.2.1)

ζΨ̂,p̂,ẑ : Cd
p̂ → Cd

p̂, ζΨ̂,p̂,ẑ = Hs
Ψ̂,σl(ẑ),p̂

◦ Ψ̂l(ẑ) ◦Hu
Ψ̂,p̂,ẑ

.

Theorem 4.2.2 ([1, Theorem A]). Let Ψ̂ : Σ̂ → GL(d,C) be a continuous cocycle over

the full shift map σ, such that Ψ̂ admits stable and unstable holonomies. Suppose that µ̂
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Figure 4.2.1: Transition map.

is an ergodic σ-invariant probability measure with local product structure. Suppose also

that there exists a periodic point p̂ ∈ Σ̂ of σ and some homoclinic point ẑ ∈ Σ̂ of p̂ such

that

(p) All the eigenvalues of Ψ̂q(p̂)(p̂) have distinct absolute values.

(t) For any invariant subspaces (sums of eigenspaces) E and F of Ψ̂q(p̂)(p̂) with dimE+

dimF = d, we have ζΨ̂,p̂,ẑ(E) ∩ F = {0}.

Then all the Lyapunov exponents of the cocycle Ψ̂ for the measure µ̂ have multiplicity 1.

We refer to (p) as the pinching property and to (t) as the twisting property.

Remark 4.2.3. Let Ej, j = 1, . . . , d, represent the eigenspaces of Ψ̂q(p̂)(p̂). For d = 2 the

twisting condition means that ζΨ̂,p̂,ẑ(Ei) 6= Ej for all 1 ≤ i, j ≤ 2. For d = 3 it means

that ζΨ̂,p̂,ẑ(Ei) is outside the plane Ej ⊕ Ek and Ei is outside the plane ζΨ̂,p̂,ẑ(Ej ⊕ Ek),
for all choices of 1 ≤ i, j, k ≤ 3. In general, this condition is equivalent to saying that

the matrix of the transition map in a basis of eigenvectors of Ψ̂q(p̂)(p̂) has all its algebraic

minors different from zero. Indeed, it may be restated as saying that the determinant of

the square matrix 
B1,i1 · · · B1,ir δ1,j1 · · · δ1,js

· · · · · · · · · · · · · · · · · ·
Bd,i1 · · · Bd,ir δd,j1 · · · δd,js

 (4.2.1)

is non-zero for any I = {i1, . . . , ir} and J = {i1, . . . , is} with r + s = d, where the

δi,j are Dirac symbols and the Bi,j are the entries of the matrix of ζΨ̂,p̂,ẑ in the basis of

eigenvectors. Up to sign, this determinant is the algebraic minor B[J c× I] corresponding

to the lines j /∈ J and columns i ∈ I.

Remark 4.2.4. As pointed out in [1, Appendix A] the simplicity criterion extends directly

to cocycles over any subshift of countable type σR : ΣR → ΣR. This will be important

for the rest of the present work.
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4.2.1 Reduction to a cocycle over a Poincaré map

Let Λ be a hyperbolic set for the flow (X t)t∈R. Let Γ be a Poincaré section for the

flow (X t)t∈R such that Λ =
⋃
t∈[0,ε] X

t(Γ). The transfer function τ : Λ → [0,∞) is given

by

τ(x) = min
{
t > 0 : X t(x) ∈ Γ

}
,

and the transfer map P : Λ→ Γ is given by

P (x) = Xτ(x)(x). (4.2.2)

as in Section 3.3. By defining

ΨA(x) : K2
x → K2

P (x), ΨA(x) = Φ
τ(x)
A (x),

for x ∈ Γ, we obtain a cocycle over P .

One can build a P |Γ-invariant measure µP on Γ from µ (see [35, Section 3.4.2]).

Lemma 4.2.5. If µ is ergodic and has local product structure, then µP is ergodic and has

local product structure.

Proof. Suppose that µ is ergodic and has local product structure. We recall that

µ =
µP × Leb∫

Γ
τdµP

and, given a measurable set A ⊂ Γ,

µ(A) =

∫
χAdµ =

1∫
Γ
τdµP

∫
Γ

dµP (x)

∫ τ(x)

0

χA(Xs(x))ds,

where ds indicates integration with respect to the Lebesgue measure Leb and χA is the

characteristic function of set A.

If B ⊂ Γ is invariant under P , then the set B̂ := ∪t∈RX t(B) is invariant under the

flow (X t)t. Hence, since µ is ergodic, we have that µ(B̂) = 0 or µ(B̂) = 1. Suppose

that µP (B) > 0, this implies that µ(B̂) > 0, therefore µ(B̂) = 1. By the other, if

µP (B) < 1 we have that the complementary set Bc is such that µP (Bc) > 0, what implies

that µ(B̂c) = µ(∪t∈RX t(Bc)) > 0, which is an absurd since B̂ ∩ B̂c = ∅ and µ(B̂) = 1.

Therefore µP (B) = 1 and µP is ergodic.

By Definition 2.1.4, local product structure for µ means that, up to a chenge of co-

ordinates, µ = µu × µs × Leb. In [27, Section 6] Haydn shows that the local product

structure of µ passes to µP through projection along the weak stable and weak unstable

leaves, that is, µP = µuP × µsP , up to a change of coordinates.
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Let Ixy : {x} ×K2 7→ {y} ×K2 be the natural identification given by

Ixy : {x}×K2 // {y}×K2

(x, v) � // (y, v).

The identifications {Ixy} are β-Hölder on a neighborhood of the diagonal in M ×M and

satisfy for some constant C and any unit vector u ∈ {x} ×K2 (see [29, Proposition 4.2]),

Ixy = I−1
yx , ‖Ixyu− u‖ ≤ Cd(x, y)β, and hence |‖Ixy‖ − 1| ≤ Cd(x, y)β. (4.2.3)

The cocycle ΨA is said to be β-Hölder, if ΨA(x) is β-Hölder with x, specifically, if there

is C such that for all close points x, y ∈ Γ

‖ΨA(x)− I−1
P (x)P (y) ◦ΨA(y) ◦ Ixy‖ ≤ Cd(x, y)β. (4.2.4)

Definition 4.2.6. We say that the reduced cocycle ΨA is fiber-bunched if there is θ2 < 1

such that

‖ΨA(x)‖ · ‖(ΨA(x))−1‖ · θτ(x)·β
1 < θ2, (4.2.5)

for all x ∈ Γ.

Note that if ΦA is fiber-bunched, then so is ΨA as a direct consequence of Definition

2.1.6. Moreover, their Lyapunov exponents differ by a multiplicative constant.

Lemma 4.2.7. The Lyapunov exponents of ΨA relative to the measure µP coincide with

the Lyapunov exponents of ΦA relative to the measure µ, up to the multiplicative factor∫
Γ
τdµP .

Proof. Since µP is ergodic, by the Oseledets theorem, for µP -almost every x ∈ Γ there are

a ΨA(x)-invariant decomposition TxΓ = E1
x ⊕ E2

x and Lyapunov exponents well defined

by

λi(ΨA, P, µP ) = lim
n→∞

1

n
log ‖Ψn

A(x)vi‖

for all vi ∈ Ei
x\{0} and i = 1, 2. Note that we take one of the Ei

x as trivial if the

Lyapunov exponents are equal to zero. On the other hand, since µP is ergodic, it follows

from the ergodic theorem of Birkhoff that limn→+∞
τ (n)(x)
n

=
∫

Γ
τdµP , where we denote

τ (n)(x) =
∑n−1

j=0 τ(f j(x)). In particular, if τ0(x) denotes the first time that a point x ∈ Λ

reaches Γ, then for µ-almost every x ∈ Λ we have that Xτ0(x)(x) ∈ Γ and we define

the spaces Êi
x := Φ

−τ0(x)
A (Xτ0(x)(x)) · Ei

Xτ0(x)(x)
for all i = 1, 2. By construction, for µ-

almost every point x ∈ Λ, if Ê0
x = R · X(x), the decomposition TxΛ = Ê0

x ⊕ Ê1
x ⊕ Ê2

x is

Φt
A(x)-invariant. Moreover, for µ-almost every x and any vi ∈ Êi

x\{0}

λi(Φ
t
A, X

t, µ) = lim
n→+∞

1

n
log ‖Φn

A(x)vi‖

= lim
n→+∞

1

n
log ‖Φn−τ0(x)

A (Xτ0(x)(x))Φ
τ0(x)
A (x)vi‖.
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If we write x0 = Xτ0(x)(x) ∈ Γ, wi = Φ
τ0(x)
A (x)vi and n − τ0(x) = τ (`−1)(x0) + s(`, x0) for

any ` ≥ 1 and 0 ≤ s < τ(P `(x0)), then

λi(Φ
t
A, X

t, µ) = lim
n→+∞

1

n
log ‖Φs(`,x0)

A (P `(x0))Ψ`
A(x0)wi‖

= lim
`→+∞

1

`

`

τ (`−1)(x0) + s(`, x0)
log ‖Φs(`,x0)

A (P `(x0))Ψ`
A(x0)wi‖

= lim
`→+∞

1

`

`

τ (`−1)(x0) + s(`, x0)
log ‖Ψ`

A(x0)wi‖

+ lim
`→+∞

1

`

`

τ (`−1)(x0) + s(`, x0)
log
‖Φs(`,x0)

A (P `(x0))Ψ`
A(x0)wi‖

‖Ψ`
A(x0)wi‖

=
1∫

Γ
τdµP

λi(ΨA, P, µP ),

since

lim
`→+∞

1

`

`

τ (`−1)(x0) + s(`, x0)
log
‖Φs(`,x0)

A (P `(x0))Ψ`
A(x0)wi‖

‖Ψ`
A(x0)wi‖

= 0.

This proves the lemma.

4.2.2 Existence of holonomies for the reduced cocycle ΨA

The following proposition, proved in [29], establishes existence and some properties of

the stable and unstable holonomies. We include here for the reader convenience.

Proposition 4.2.8 ([29, Proposition 4.2]). Suppose that the cocycle ΨA is fiber-bunched.

Then there exists C > 0 such that for any x ∈ Γ and y ∈ W s
ε (x),

(a) ‖(Ψn
A(y))−1 ◦ IPn(x)Pn(y) ◦Ψn

A(x)− Ixy‖ ≤ Cd(x, y)β for all n ∈ N;

(b) The limit Hs
A,x,y = lim

n→∞
(Ψn

A(y))−1 ◦ IPn(x)Pn(y) ◦Ψn
A(x) exists and is a linear map

satisfying (i), (ii) and (iii) of Definition 4.2.1 and

(iv) ‖Hs
A,x,y − Ixy‖ ≤ Cd(x, y)β;

(c) The holonomy satisfying (iv) is unique.

Furthermore, Hs
A,x,y can be extended to any y ∈ W s(x) using (iii) of Definition 4.2.1.

Similarly, for y ∈ W u(x) the unstable holonomy Hu
A,x,y can be defined as

Hu
A,x,y = lim

n→−∞
(Ψn

A(y))−1 ◦ IPn(x)Pn(y) ◦Ψn
A(x).
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Proof. Fix x ∈ Γ and denote xi = P i(x). Then for any y ∈ W s
ε (x), if yi = P i(y), we have

(Ψn
A(y))−1 ◦ Ixnyn ◦Ψn

A(x) = (Ψn−1
A (y))−1 ◦

(
(ΨA(yn1))

−1 ◦ Ixnyn ◦ΨA(xn−1)
)
◦Ψn−1

A (x)

= (Ψn−1
A (y))−1 ◦

(
Ixn−1yn−1 + rn−1

)
◦Ψn−1

A (x)

= (Ψn−1
A (y))−1 ◦ Ixn−1yn−1 ◦Ψn−1

A (x)+

+ (Ψn−1
A (y))−1 ◦ rn−1 ◦Ψn−1

A (x)

= Ixy +
n−1∑
i=0

(Ψi
A(y))−1 ◦ ri ◦Ψi

A(x),

(4.2.6)

where we use recursively the argument in the first equality of (4.2.6) and ri = (ΨA(yi))
−1◦

Ixi+1yi+1
◦ΨA(xi)− Ixiyi .

Since ΨA is fiber-bunched, there exists θ2 < 1 such that ‖ΨA(x)‖·‖(ΨA(x))−1‖·θτ(x)·β
1 <

θ2 for all x ∈ Γ. For the function η(x) = θ
τ(x)
1 we denote

ηi(x) = η(x0)η(x1) · · · η(xi−1) = θ
∑i−1
k=0 τ(xk)

1 ,

which is a multiplicative cocycle. Then it can be estimated that d(P n(x), P n(y)) ≤
d(x, y) · ηn(y), for all n ≥ 1 (see [17, Lemma 1.1]). We need the following auxiliary result.

Lemma 4.2.9. [29, Lemma 4.3] If ΨA is fiber-bunched , then there exists C0 > 0 such

that ‖(Ψi
A)−1(y)‖ · ‖Ψi

A(x)‖ ≤ C0θ
i
2ηi(y)−β, for all x ∈ Γ, y ∈ W s

ε (x), and i ≥ 0.

Proof. Using (4.2.3), (4.2.4) and the fact of ‖ΨA(·)‖ ≥ 1, there is a uniform C2 > 0 such

that

‖ΨA(xk)‖
‖ΨA(yk)‖

≤
‖ΨA(xk)− I−1

xk+1yk+1
◦ΨA(yk) ◦ Ixkyk‖

‖ΨA(yk)‖
+
‖I−1

xk+1yk+1
◦ΨA(yk) ◦ Ixkyk‖
‖ΨA(yk)‖

≤ C1(d(xk, yk))
β + ‖I−1

xk+1yk+1
‖ · ‖Ixkyk‖

≤ 1 + C2(d(xk, yk))
β,

for all k ≥ 0. We estimate

‖(Ψi
A(y))−1‖ · ‖Ψi

A(x)‖ ≤ ‖(ΨA(y))−1‖ · ‖(ΨA(y1))−1‖ · · · ‖(ΨA(yi−1))−1‖·

· ‖ΨA(xi−1)‖ · · · ‖ΨA(x1)‖ · ‖ΨA(x)‖

=
i−1∏
k=0

‖ΨA(yk)‖ · ‖(ΨA(yk))
−1‖ ·

i−1∏
k=0

‖ΨA(xk)‖
‖ΨA(yk)‖

≤
i−1∏
k=0

θ2η(yk)
−β ·

i−1∏
k=0

(1 + C2(d(xk, yk))
β).
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Since the distance between xn and yn decreases exponentially, the second product is

uniformly bounded, and we obtain the existence of a uniform C0 > 0 such that

‖(Ψi
A)−1(y)‖ · ‖Ψi

A(x)‖ ≤ C0θ
i
2ηi(y)−β.

We now complete the proof of Proposition 4.2.8. Since ΨA is Hölder continuous (see

(4.2.4)) we have

‖ri‖ = ‖(ΨA(yi))
−1 ◦ Ixi+1yi+1

◦ΨA(xi)− Ixiyi‖

≤ ‖(ΨA(yi))
−1 ◦ Ixi+1yi+1

‖ · ‖ΨA(xi)− I−1
xi+1yi+1

◦ΨA(yi) ◦ Ixiyi‖

≤ C3(d(xi, yi))
β ≤ C3(C4d(x, y)ηi(y))β.

(4.2.7)

It follows from (4.2.7) and Lemma 4.2.9 that for all i ≥ 0

‖(Ψi
A(y))−1 ◦ ri ◦Ψi

A(x)‖ ≤ ‖(Ψi
A(y))−1‖ · ‖Ψi

A(x)‖ · ‖ri‖

≤ C0θ
i
2ηi(y)−βC3C

β
4 d(x, y)βηi(y)β

= C5d(x, y)βθi.

(4.2.8)

Using (4.2.6), (4.2.8) and
∑∞

i=0 θ
i = 1

1−θ <∞, we conclude that there is a constant C > 0

(depending only on A and the identifications) such that

‖(Ψn
A(y))−1 ◦ Ixnyn ◦Ψn

A(x)− Ixy‖ ≤
n−1∑
i=0

‖(Ψi
A(y))−1 ◦ ri ◦Ψi

A(x)‖

≤ Cd(x, y)β.

(b) It follows from the estimates in (4.2.6) that

‖(Ψn+1
A (y))−1◦Ixn+1yn+1 ◦Ψn+1

A (x)−(Ψn
A(y))−1◦Ixnyn ◦Ψn

A(x)‖ = ‖(Ψn
A(y))−1◦rn◦Ψn

A(x)‖.

Therefore, it follows from (4.2.8) that {(Ψn
A(y))−1 ◦ Ixnyn ◦Ψn

A(x)}n is a Cauchy sequence,

and thus, since SL(2,K) is complete, this sequence has a limit Hs
A,x,y : Ex → Ey. Since

the convergence is uniform in the set of the pairs (x, y) where y ∈ W s
ε (x), the map Hs

A,x,y

is continuous at x and y. Clearly, the maps Hs
A,x,y are linear and satisfy Hs

A,x,x = Id. It

follows from (a) that ‖Hs
A,x,y − Ixy‖ ≤ Cd(x, y)β. We also have

Hs
A,x,y = lim

k→∞
(Ψn

A(y))−1 ◦ (Ψk−n
A (P n(y)))−1 ◦ IPk(x)Pk(y) ◦Ψk−n

A (P k(x)) ◦Ψn
A(x) (4.2.9)

= (Ψn
A(y))−1 ◦Hs

A,Pn(x),Pn(y) ◦Ψn
A(x),
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for all n ≥ 0. To show Hs
A,y.z ◦Hs

A,x,y = Hs
A,x,z we use (4.2.3) and Lemma 4.2.9 to obtain,

as in (4.2.8), that

‖Hs
A,x,z −Hs

A,y,z ◦Hs
A,x,y‖ ≤ ‖(Ψn

A(z))−1‖ · ‖(Ixnzn − Iynzn ◦ Ixnzn)‖ · ‖Ψn
A(x)‖

which tends to zero as n→∞.

(c) Suppose that H1
A and H2

A are two stable holonomies satisfying ‖H i
A,x,y − Ixy‖ ≤

Cd(x, y)β, for i = 1, 2. Then using the equation (4.2.9) and the Lemma 4.2.9 we obtain

‖H1
A,x,y −H2

A,x,y‖ = ‖(Ψn
A(y))−1 ◦ (H1

A,Pn(x)Pn(y) −H2
A,Pn(x)Pn(y)) ◦Ψn

A(x)‖

≤ C0θ
n
2ηn(y)−βCd(P n(x), P n(y))β = C6θ

n
2

which tends to zero as n→∞. Hence H1
A = H2

A.

4.2.3 Reduction to a cocycle over a subshift of finite type

Let R1, ..., Rk be a Markov system for a flow (X t)t∈R on the hyperbolic set Λ, we

consider the k × k matrix R with entries

rij =

1 if intP (Ri) ∩ intRj 6= ∅,

0 otherwise,

where P is the transfer map. We also consider the set ΣR ⊂ {1, ..., k}Z given by

ΣR =
{

(· · ·i−1i0i1 · ··) : rinin+1 = 1 for n ∈ Z
}
,

and the shift map σR : ΣR → ΣR. Recall that we define a coding map ρ : ΣR →
⋃k
i=1Ri

by

ρ(· · ·i0 · ··) =
⋂
j∈Z

(P |Γ)−j(intRij)

and the diagram

ΣR
σR //

ρ

��

ΣR

ρ

��
Γ P // Γ

(4.2.10)

commutes, that is,

ρ ◦ σR = P ◦ ρ. (4.2.11)

Defining

Ψ̂A(p̂) = ΨA(ρ(p̂)), with p̂ ∈ ΣR,

we obtain a cocycle over σR. The next lemma, proved by Backes, Poletti, Varandas and

Lima in [2], shows that the product structure of µP can be lifted to a σR-invariant measure

in ΣR.
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Lemma 4.2.10 ([2, Proposition 4.1]). There is a σR-invariant probability measure ν on

ΣR, such that ν is σR-ergodic, has local product structure and µP = π∗ν.

Lemma 4.2.11. The Lyapunov exponents of Ψ̂A coincide with the Lyapunov exponents

of ΨA.

Proof. Since µP is ergodic, by the Oseledets theorem, for µP -almost every x ∈ Γ there is

a ΨA(x)-invariant decomposition TxΓ = E1
x ⊕ E2

x ⊕ · · · ⊕ E
k(x)
x and there are Lyapunov

exponents well defined by

λi(ΨA, P, µP ) = lim
n→∞

1

n
log ‖Ψn

A(x)vi‖

for every vi ∈ Ei
x\{0} and 1 ≤ i ≤ k(x). Thus, given p̂ ∈ ΣR regular for ν in the sense

of Oseledets, we define Ei
p̂ = Ei

π(p̂), for 1 ≤ i ≤ k(π(p̂)). Hence, given wi ∈ Ei
π(p̂)\{0}, we

have

λi(Ψ̂A, σR, ν) = lim
n→+∞

1

n
log ‖Ψ̂n

A(p̂)wi‖

= lim
n→+∞

1

n
log ‖Ψn

A(π(p̂))wi‖ = λi(ΨA, P, µP ).

Therefore, the Lyapunov exponents of Ψ̂A coincide with the Lyapunov exponents of ΨA.

Proposition 4.2.12. The cocycle FΨ̂A
: ΣR ×K2 → ΣR ×K2, (p̂, v) 7→ (σR(p̂), Ψ̂A(p̂)v),

is continuous and admits stable and unstable holonomies .

Proof. The continuity of Ψ̂A follows from the fact that ΨA and π are continuous. If p̂ and ẑ

are in the same local stable manifold for σR, then π(p̂) and π(ẑ) are in the same local stable

manifold for P . Thus, we can define stable holonomies for Ψ̂A as Ĥs
A,p̂,ẑ := Hs

A,π(p̂),π(ẑ).

Similarly, if p̂ and ẑ are in the same local unstable manifold for σR, then π(p̂) and π(ẑ)

are in the same local unstable manifold for P . Thus, we can define unstable holonomies

for Ψ̂A as Ĥu
A,p̂,ẑ := Hu

A,π(p̂),π(ẑ).

As a consequence of Lemmas 4.2.7 and 4.2.11 and and Proposition 4.2.12, we obtain

the following

Lemma 4.2.13. The following three statements are equivalent:

• The cocycle Ψ̂A has simple spectrum for ν-almost every point in ΣR.

• The cocycle ΨA has simple spectrum for µP -almost every point in Γ.

• The cocycle Φt
A has simple spectrum for µ-almost every point in Λ.
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4.2.4 Density and openness of twisting and pinching cocycles

First we show that for any given infinitesimal generator and any small perturbation

of the time-one map of its solution, there exists an infinitesimal generator close to the

original one which realizes the perturbation map. Our main tool for that is the Lemma

4.2.14 which was proved by Bessa and Varandas in [9].

Given S ∈ SL(2,K), we can see S as the time-one map of the linear flow solution of

the linear variational equation u̇(t) = S(t) · u(t) with initial condition u(0) = id. In other

words, u(t) = Φt
S is solution of u̇(t) = S(t) · u(t) and Φ1

S = S. By Gronwall’s inequality,

we have

‖Φt
S‖r,ν ≤ exp

{∫ t

0

‖S(s)‖r,νds
}
, for all t ≥ 0.

Hence, we say that S ∈ SL(2,K) is δ-Cr,ν–close to identity if S is δ-Cr,ν-small,that is,

‖S‖r,ν < δ.

Lemma 4.2.14 ([9]). Let A ∈ Cr,ν(M, sl(2,K)) be an infinitesimal generator over a flow

(X t)t on M , x ∈ M any nonperiodic point (or periodic with period 1) and ε > 0. There

exists δ = δ(A, ε) > 0 such that if S ∈ SL(2,K) is isotopic to the identity and δ-Cr,ν-close

to identity, then there exists B ∈ Cr,ν(M, sl(2,K)) satisfying:

(a) ‖B − A‖r,ν < ε and

(b) Φ1
B(x) = Φ1

A(x) ◦ S.

Proof. By the tubular flowbox theorem there exists a smooth change of coordinates so

that there exists a local conjugation of X on a neighborhood of the segment of orbit

{X t(x) : t ∈ [0, 1]} to a constant vector field on Rd, d = dim(M). With this assumption

we consider x = ~0 and {X t(x) : t ∈ [0, 1]} = {(t, 0, . . . , 0) ∈ Rd : t ∈ [0, 1]} ⊂ ∂
∂x1

, where
∂
∂x1

denotes the direction spanned by the direction x1 = (1, 0, . . . , 0). Given ρ > 0, let

B(~0, ρ) ⊂
(

∂
∂x1

)⊥
denotes the ball centered in ~0 of radius ρ contained in the hyperplane

orthogonal to ∂
∂x1

. The perturbation will be performed in the cylinder C = B(~0, ρ)×[0, 1] =

{X t(B(~0, ρ)) : t ∈ [0, 1]}. Using the fact that M is compact we can take

K := max
z∈M,t∈[0,1]

{‖Φt
A(z)‖r,ν , ‖(Φt

A(z))−1‖r,ν , ‖A‖r,ν}. (4.2.12)

Fix any ε > 0 and choose δ := ε
6K3 . Consider the isotopy St ∈ SL(2,K), t ∈ [0, 1], such

that:

(1) St = (1− t)id+ tS;
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(2) St is the solution of the linear variational equation ∂tu(t) = S(t) ·u(t) with infinites-

imal generator S = (St)
′(St)

−1, where (St)
′
= S − id, satisfying the inequality

‖S‖r,ν := sup
0≤j≤r

sup
t∈[0,1]

‖DjS(t)‖+ sup
t6=s

‖S(t)− S(s)‖
|t− s|ν

< δ.

Consider a C∞ bump-function α : [0,∞[→ [0, 1], with α(s) = 0 if s ≥ ρ and α = 1 if

s ∈ [0, ρ/2]. Given z ∈ B(~0, ρ), consider the linear isotopy St(z) ∈ SL(2,K), t ∈ [0, 1],

between S0(z) = id and S1(z) = α(‖z‖2)S obtained as solution of the equation ∂tu(t, z) =

S(t, z) · u(t, z) with infinitesimal generator S satisfying

‖S(t, z)‖r,ν := sup
0≤j≤r

sup
t∈[0,1]

‖DjS(z + (t, 0, . . . , 0))‖+ sup
x6=y

‖S(x)− S(y)‖
d(x, y)ν

< δ.

Then, if Υt(z) = Φt
A(z)α(‖z‖)St(z) and we consider time derivatives one notices that

Υ(z)′ = Φt
A(z)′α(‖z‖)St(z) + Φt

A(z)(α(‖z‖)St(z))′

= A(X t(z))Φt
A(z)α(‖z‖)St(z) + Φt

A(z)(α(‖z‖)St(z))′

= A(X t(z))Υt(z) + Φt
A(z)(α(‖z‖)St(z))′(Υt(z))−1Υt(z)

=
[
A(X t(z)) + Φt

A(z)α(‖z‖)S ′t(z)(Φt
A(z)α(‖z‖)St(z))−1

]
Υt(z)

=
[
A(X t(z)) + Φt

A(z)α(‖z‖)S ′t(z)(St(z))−1(α(‖z‖))−1(Φt
A(z))−1

]
Υt(z)

=
[
A(X t(z)) + Φt

A(z)S ′t(z)(St(z))−1(Φt
A(z))−1

]
Υt(z)

=
[
A(X t(z)) + T (X t(z))

]
Υt(z),

where T (X t(z)) = Φt
A(z)S(t, z)(Φt

A(z))−1, with S(t, z) = S ′t(z)(St(z))−1, in the flowbox

coordinates (z, t) ∈ C = B(~0, ρ)× [0, 1] and outside the flowbox cylinder C we let T = [0].

Consequently Υt is a solution of the equation ∂tu(t, z) = B(X t(z)) · u(t, z) with initial

condition equal to the identity, where B(X t(z)) = A(X t(z)) + T (X t(z)) for all t ∈ [0, 1]

and z ∈ B(~0, ρ).

We will prove condition (a) of the conclusions of the lemma, that is, that ‖B−A‖r,ν < ε

or, equivalently, that ‖T‖r,ν < ε. We will perform the computations for r = 0 with all

the details. For r ∈ N we can estimate easily using the chain rule and Cauchy-Schwarz

inequality. Whenever we consider points x, y in the tubular flowbox C (the support of

the perturbation) we write them in the flowbox coordinates x = (z, t) , y = (w, s), where

t, s ∈ [0, 1] and z, w ∈ B(~0, ρ).

We shall estimate T in both coordinates and then the estimates on ‖T‖0,ν = ‖T‖ν can

be obtained on B(~0, ρ)× [0, 1] by means of a triangular inequality argument.

If zt, wt are inside the same laminar section in C, that is, zt = (z, t) and wt = (w, t),
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then using (4.2.12), it follows that

‖T (zt)− T (wt)‖ = ‖Φt
A(z)S(t, z)(Φt

A(z))−1 − Φt
A(w)S(t, w)(Φt

A(w))−1‖

≤ ‖Φt
A(z) [S(t, z)− S(t, w)] (Φt

A(z))−1‖+

+ ‖
[
Φt
A(z)− Φt

A(w)
]
S(t, w)(Φt

A(z))−1‖+

+ ‖Φt
A(w)S(t, w)

[
(Φt

A(z))−1 − (Φt
A(w))−1

]
‖

≤ K2‖S(t, z)− S(t, w)‖+K‖Φt
A(z)− Φt

A(w)‖‖S(t, w)‖

+K‖S(t, w)‖‖(Φt
A(z))−1 − (Φt

A(w))−1‖,

and so

sup
zt 6=wt

‖T (zt)− T (wt)‖
d(zt, wt)ν

≤ K2δ + 2Keδ < ε.

Analogously, for zt, zs inside the same orbit in C, it follows

‖T (zt)− T (zs)‖ = ‖Φt
A(z)S(t, z)(Φt

A(z))−1 − Φs
A(z)S(s, z)(Φs

A(z))−1‖

≤ ‖Φt
A(z) [S(t, z)− S(s, z)] (Φt

A(z))−1‖+

+ ‖
[
Φt
A(z)− Φs

A(z)
]
S(s, z)(Φt

A(z))−1‖+

+ ‖Φs
A(z)S(s, z)

[
(Φt

A(z))−1 − (Φs
A(z))−1

]
‖

≤ K2‖S(t, z)− S(s, z)‖+K
∥∥Φt

A(z)
[
id− Φs−t

A

(
X t(z)

)]∥∥ ‖S(s, z)‖

+K‖S(s, z)‖
∥∥(Φt

A(z))−1
[
id− (Φs−t

A (X t(z)))−1
]∥∥ ,

and so

sup
zt 6=zs

‖T (zt)− T (zs)‖
d(zt, zs)ν

≤ sup
t6=s

[
K2δ +K2δ

‖id− Φs−t
A (X t(z))‖
|t− s|ν

+

+K2δ
‖id− (Φs−t

A (X t(z)))−1‖
|t− s|ν

]
≤ K2δ + sup

t6=s
K2δ

[
‖id− Φs−t

A (X t(z))‖
|t− s|ν

+

+
‖id− (Φs−t

A (X t(z)))−1‖
|t− s|ν

]
≤ K2δ + sup

t6=s
K2δ(2‖A‖)

≤ K2δ + 2K3δ ≤ 3K3δ < ε.

Notice that we consider ν = 1. This is enough to deduce condition (a) using a triangular

inequality argument.

Finally, we will prove condition (b) of the conclusions of the lemma, that is, that we

have the equality Φ1
B(x) = Φ1

A(x) ◦ S. We are considering x = ~0, so let us prove that

38



Φ1
B(~0) = Φ1

A(~0)◦S. Just observe that Υt(z) is a solution of the linear differential equation

u′(t, z) = [A(X t(z)) + T (X t(z))] · u(t, z) = B(X t(z)) · u(t, z). (4.2.13)

But, given the initial condition u(0, z) = z, this solution is unique, say Φt
B(~0). Since

Υt(z) = Φt
A(z)α(‖z‖)St(z) and it also satisfies (4.2.13), we obtain that, for z = ~0, Φt

B(~0) =

Φt
A(~0)α(‖~0‖)St(~0). Thus, we obtain that, Φ1

B(~0) = Φ1
A(~0)α(0)S1(~0) = Φ1

A(~0)S, and the

lemma is proved.

Density and openness of twisting property

The next proposition shows that the set of infinitesimal generators for which the

reduced cocycles are twisting, is an open subset of Cr,ν(M, sl(2,K)).

Proposition 4.2.15. Let A ∈ Cr,ν(M, sl(2,K)) be an infinitesimal generator and ΨA

be the corresponding reduced cocycle. Let p ∈ Γ be a periodic point for the return map

P : Γ → Γ and z ∈ Γ be a homoclinic point for p. Suppose that ΨA satisfies the twisting

property for p and z. There exists an open set U ⊂ Cr,ν(M, sl(2,K)) containing A, such

that for all B ∈ U , the reduced cocycle ΨB satisfies the twisting property for p and z.

Proof. Let A ∈ Cr,ν(M, sl(2,K)) be such that its reduced cocycle ΨA satisfies the twisting

property for the periodic point p ∈ Γ, with period q(p) ≥ 1, and the homoclinic point

z ∈ Γ associated to p.

By Lemma 4.1.3, the map which associates A ∈ Cr,ν(M, sl(2,K)) with the matrix

ΨA(p) = Φ
τ(p)
A (p) varies continuously with A. Thus the map A 7→ Ψ

q(p)
A (p), which asso-

ciates the infinitesimal generator A ∈ Cr,ν(M, sl(2,K)) to the matrix Ψ
q(p)
A (p) ∈ SL(2,K),

also vary continuously with A. Since the holonomies varies continuously with the in-

finitesimal generator, the map A 7→ ζA,p,z, which associates the infinitesimal generator

A ∈ Cr,ν(M, sl(2,K)) to the map ζA,p,z ∈ SL(2,K), also varies continuously with A.

Thus, for any B ∈ Cr,ν(M, sl(2,K)) that is Cr,ν-close to A, the invariant subspaces of

Ψ
q(p)
B (p) are close to invariant subspaces of Ψ

q(p)
A (p). If the subspaces E,F ⊂ K2 are close,

their images ζA,p,z(E) and ζB,p,z(F ), under ζA,p,z and ζB,p,z, respectively, are close.

Therefore, for each A ∈ Cr,ν(M, sl(2,K)), fix EA ⊂ K2 and FA ⊂ K2 invariant spaces

under A, such that ζA,p,z(EA) ∩ FA = {0}. For any open neighborhood V ⊂ SL(2,K)

of ζA,p,z, there exists an open neighborhood U ⊂ Cr,ν(M, sl(2,K)) such that if B ∈ U ,

then ζB,p,z ∈ V . Thus, taking V and U small enough, EB, FB ⊂ K2 invariant subspaces

under Ψ
q(p)
B (p), close to EA and FA, respectively, we have ζB,p,z(EB) ∩ FB = {0}. Since

dimK2 = 2, the number of choices of proper invariant subspaces is at most 2, it shows

that B is twisting with respect to p and z. This completes the proof of proposition.
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Now we prove the set of cocycles satisfying the twisting property for any periodic point

p and any homoclinic point zis dense in Cr,ν(M, sl(2,K)).

Proposition 4.2.16. Let A ∈ Cr,ν(M, sl(2,K)) be an infinitesimal generator over a flow

(X t)t : M → M . For any neighborhood V ⊂ Cr,ν(M, sl(2,K)) of A, any periodic point p

and any homoclinic point z, there exists B ∈ V such that ΨB is twisting with respect to p

and z.

Proof. Let A ∈ Cr,ν(M, sl(2,K)) be an infinitesimal generator. Suppose that ΨA is not

twisting. The condition of not satisfying the twisting property can be described as follows:

for any periodic point p with a homoclinic point z ∈ W u
ε (p, P ), with P l(z) ∈ W s

ε (p, P ), l >

1 multiple of q(p), the period of p, there are subspaces E and F invariant under Ψ
q(p)
A and

satisfying dimE+dimF = 2, such that the transition map ζA,p,z = Hs
A,P l(z),p

◦Ψl
A(z)◦Hu

A,p,z

satisfies ζA,p,z(E) = F . Let w1 ∈ E be such that ζA,p,z(w1) ∈ ζA,p,z(E). Choose 1 < k < l,

we will perturb the cocycle ΨA in a neighborhood of the point P k(z). Let

w1 =
(
Ψk
A(z) ◦Hu

A,p,z

)
(w1) ∈ K2

Pk(z).

Denote by Rθ the rotation of angle θ in K2. If θ1 > 0 is small enough, by Lemma

4.2.14, we can find B ∈ Cr,ν(M, sl(2,K)) that is Cr,ν-close to A such that Φ1
B(P k(z)) =

Φ1
A(P k(z)) ◦Rθ1 . Thus

ΨB(P k(z)) = Φ
τ(Pk(z))
B (P k(z))

= Φ
τ(Pk(z))−1
B (X1(P k(z))) ◦ Φ1

B(P k(z))

= Φ
τ(Pk(z))−1
A (X1(P k(z))) ◦ Φ1

A(P k(z)) ◦Rθ1

= Φ
τ(Pk(z))
A (P k(z)) ◦Rθ1

= ΨA(P k(z)) ◦Rθ1 .

So

Ψl
B(z) = ΨB(P l−1(z)) ◦ . . . ◦ΨB(P k+1(z)) ◦ΨB(P k(z)) ◦ΨB(P k−1(z)) ◦ . . . ◦ΨB(z)

= Ψl−k
A (P k(z)) ◦Rθ1,v1,w1 ◦Ψk

A(z).

Note that Hs
B,P l(z),p

= Hs
A,P l(z),p

e Hu
B,p,z = Hu

A,p,z. In fact, since 1 < k < l, the limits

Hs
B,P l(z),p = lim

n→+∞
(Ψn

A(p))−1 ◦ IPn(P l(z))Pn(p) ◦Ψn
A(P l(z))

and

Hu
B,p,z = lim

n→−∞
(Ψn

A(z))−1 ◦ IPn(p)Pn(z) ◦Ψn
A(p)
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do not depend on the expression ΨB(P k(z)). Thus, the transition map ζB,p,z associated

with infinitesimal generator B is given by

ζB,p,z = Hs
A,P l(z),p ◦Ψl

B(z) ◦Hu
A,p,z

= Hs
A,P l(z),p ◦Ψl−k

A (P k(z)) ◦Rθ1 ◦Ψk
A(z) ◦Hu

A,p,z.

Thus we have ζB,p,z(w1) /∈ F . Since the number of choices of E and F is finite, we have

that ΨB is twisting for p.

Density and openness of the +pinching property

The next proposition will show that the set of infinitesimal generators for which

the reduced cocycles are pinching with respect to some periodic point is an open set

in Cr,ν(M, sl(2,K)).

Proposition 4.2.17. Let A ∈ Cr,ν(M, sl(2,K)) be such that its reduced cocycle ΨA sat-

isfies the pinching property for a periodic point p. Then there is an open A ∈ U ⊂
Cr,ν(M, sl(2,K)) such that for all B ∈ U , the reduced cocycle ΨB satisfies the pinching

property for p.

Proof. Let p ∈ Γ be periodic point for the return map P : Γ→ Γ, with period q(p). Again,

the map A 7→ Ψ
q(p)
A (p), which associates the infinitesimal generator A ∈ Cr,ν(M, sl(2,K))

with the matrix Ψ
q(p)
A (p) ∈ SL(2,K), varies continuously with A.

We know from the Spectral Theory that the eigenvalues vary continuously with the

matrix. So, if Ψ
q(p)
A (p) has all eigenvalues with different norms, there is an open V ⊂

SL(2,K) containing Ψ
q(p)
A (p) such that all matrices in V have eigenvalues with different

norms. Therefore, the pre-image of V under the map B 7→ Ψ
q(p)
B (p) is an open U ⊂

Cr,ν(M, sl(2,K)) containing A such that if B ∈ U , then Ψ
q(p)
B (p) has all eigenvalues with

different norms. This proves the proposition.

The next lemma is inspired by [11] and shows that there is a dense set of fiber-bunched

infinitesimal generators in Cr,ν(M, sl(2,K)) whose reduced cocycles are pinching.

Lemma 4.2.18. Given a cocycle Ψ ∈ Cr,ν(Γ, SL(2,K)) and any ε > 0, there are Ψ ∈
Cr,ν(Γ, SL(2,K)) such that ‖Ψ− Ψ‖r,ν < ε and a periodic orbit p ∈ M , and Ψ

q(p)
(p) has

two eigenvalues with distinct norms.

Proof. Let Ψ ∈ Cr,ν(Γ, SL(2,K)) be fixed. The lemma is clear in the case that K = C.

In fact, suppose Ψ ∈ Cr,ν(Γ, SL(2,C)) and for a periodic point p with period q(p) we

have that Ψq(p)(p) has two eigenvalues λ1 and λ2 with the same norm, then Ψq(p)(p) is
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diagonalizable, that is, there exists a 2×2 invertible matrix Q and a 2×2 diagonal matrix

D such that Ψq(p)(p) = QDQ−1. We also have that λ1 · λ2 = det Ψq(p)(p) = 1. Define

Ψ = Q

(
1 + ε0 0

0 1
1+ε0

)
Q−1 ·Ψ.

Then Ψ
q(p)

(p) has two eigenvalues with distinct norms, det Ψ
q(p)

(p) = 1 and, if ε0 is small

enough, Ψ is Cr,ν close to Ψ.

In the case that K = R, if there exists a periodic point p so that Ψq(p) has two real

eigenvalues then, up to a arbitrarily small perturbation we find a cocycle Ψ so that

‖Ψ − Ψ‖r,ν < ε, and Ψ
q(p)

has two distinct real eigenvalues. For that reason in what

follows we are reduced to the case where the cocycle Ψ is so that Ψq(p) has some complex

eigenvalue for every periodic point p (here q(p) ≥ 1 denotes the period of p).

For simplicity of the presentation, we suppose that p is a fixed point for P , and let z

be a homoclinic point with respect to p. The general case follows along the same lines.

Suppose that ΨA(p) has a pair of complex conjugate eigenvalues. Let

E1
p ⊕ E2

p

be the splitting of R2 into eigenspaces of ΨA(p).

Let Λp be the horseshoe generated by local stable and unstable manifolds of p crossing

through z, that is, Λp = ∩n∈ZP n(U0 ∪ U1) with U0, U1 disjoint neighborhoods of p and z,

respectively. Up to a finite multiple of P we may assume that P (U0) ∩ U1 6= ∅. Hence,

for each n there exists a periodic point xn, of increasing period equal to l + n, such that

the first n iterates of xn belong to U0 and the following l iterates belong to U1 (see Figure

4.2.2). Those l iterates are precisely the ones equal to the orbit of z different from p.

Defined in this way xn, as n increases, the point xn is as close as desired to p and the

matrix Ψl+n(xn) inherits the dynamical behavior of Ψ(p).

By continuity of the eigenvalues, every cocycle Ψ0 in a C0 neighborhood U of ΨA has

a pair of complex eigenvalues over xn for every large n (independent of Ψ0).

The case when Ψl+n
A (xn) reverses the orientation of E1

xn ⊕ E
2
xn is easy, as we shall see

right after the statement of the next claim. For the time being, we suppose that Ψl+n
A (xn)

preserves the orientation of E1
xn ⊕ E

2
xn . Hence, the same is true for every nearby cocycle

Ψ0. Then we denote ρ(n,Ψ0) the rotation number associated to Ψl+n
0 (xn). Moreover,

given a continuous arc B = {Ξt} of cocycles close to ΨA, we denote δ(n,B) the oscillation

of ρ(n,Ξt) over the whole parameterization interval. The main step in the proof of Lemma

4.2.18 is the following.
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Figure 4.2.2: Periodic points xn.

Claim 4.2.19. There exists a continuous arc A = {Ξt : t ∈ [0, 1]} of Cν cocycles in U with

Ξ0 = ΨA and such that for every t > 0 there exists nt ≥ 1 so that

δ(n, {Ξt : t ∈ [0, 1]}) > 1,

for every n ≥ nt.

Let us explain how Lemma 4.2.18 follows from Claim 4.2.19, after which we shall prove

the lemma.

Firstly, for every t and every large n the matrix Ξl+n
t (xn) has a pair of complex

eigenvalues. Secondly, in the orientation preserving case we may use Claim 4.2.19 to

conclude that there exists t arbitrarily close to zero and n ≥ 1 for which the rotation

number ρ(n,Ξt) is an integer. This means that Ξl+n
t (xn) has some real eigenvalue. Observe

that in the orientation reversing case this conclusion comes for free. So, in general, by

an arbitrarily small perturbation close to xn and preserving E1
xn,t ⊕E

2
xn,t, the splitting of

R2 into eigenspaces of Ξl+n
t (xn), we can obtain a cocycle Ξ′ for which there are two real

and distinct eigenvalues. Thus, we find a periodic point p0 and a continuous cocycle Ψ0,

arbitrarily close to the initials p and ΨA such that all the eigenvalues of Ψ0 over the orbit

of p0 are real. This concludes the proof of Lemma 4.2.18.

Finally, we prove Claim 4.2.19.

Proof (of Claim 4.2.19). We begin by fixing, once and for all, a basis of R2 coherent with

the decomposition E1
p ⊕ E2

p : each vector in the basis is in some Ei
p, and the matrix of

ΨA(p) is a rotation (of angle ρi), relative to this basis. We always consider the (constant)

system of coordinates on the fibers {x}×R2 defined by this basis. Given any θ, we define

Rθ to be the linear map given by the rotation of angle θ along R2. In this system of
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coordinates, Rθ can be written as

Rθ =

(
cos θ − sin θ

sin θ cos θ

)
.

We choose

Ξt(x) = Rtε ·ΨA(x), for t ∈ [0, 1],

where ε > 0 is fixed small enough so that all these cocycles be in U . Reducing ε > 0 if

necessary, we may find r > 0 small enough so that every Ei
xn,t is a graph over Ei

p restricted

to the r-neighborhood of p. Moreover, we write

Ψl+n
A (x) = αt,n,n · · ·αt,n,1 · βt,n

where the αt,n,j correspond to iterates inside the r-neighborhood of p, and βt,n encompasses

the iterates outside that neighborhood. Since there are finitely many of the latter, βt,n

converges uniformly to some βt, as n → ∞. Thus, in order to obtain the conclusion of

the lemma, it suffices to show that the variation of the rotation number of the matrix

αt,n,n · · ·αt,n,1 over every interval [0, 1] goes to infinity when n→∞. For this we observe

that, by the definition of Ξt, the αt,n,i are uniformly close to the rotation of angle tε+ ρ`

if the radius r is chosen small enough. Since the αt,n,i preserve the orientation, all their

contributions to the rotation number roughly add up, yielding the claim.

Proposition 4.2.20. Given a infinitesimal generator A ∈ Cr,ν(M, sl(2,K)) and any ε >

0, there are B ∈ Cr,ν(M, sl(2,K)) such that ‖A − B‖r,ν < ε and a periodic orbit p ∈ M ,

such that Ψ
q(p)
B has two real and distinct eigenvalues.

Proof. Let A ∈ Cr,ν(M, sl(2,K)) be an infinitesimal generator. If there is a periodic point

p such that Ψ
q(p)
A has two real and distinct eigenvalues we are done. Otherwise, up to

a small perturbation we may assume that Ψ
q(p)
A has a complex eigenvalue γ for every

periodic point p. Recall that complex conjugate γ̄ is also an eigenvalue for Ψ
q(p)
A .

Let p be a periodic point of period q(p) ≥ 1 for P . By Lemma 4.2.18 we can find a

cocycle Ψ̃ that is Cr,ν-close to ΨA and a periodic point xn close to p such that Ψ̃q(xn)(xn)

has two real and distinct eigenvalues. By Lemma 4.2.14 we can find B ∈ Cr,ν(M, sl(2,K))

Cr,ν-close to A such that ΨB = Ψ̃. This finish the proof of the Proposition.

Denote by Per(P ) the set of periodic points for the map P . Now we prove that there

is an open and dense set O ⊂ Cr,ν(M, sl(2,K)) such that for every A ∈ O we have that
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the reduced cocycle ΨA is both twisting and pinching for some p ∈ Per(P ) and some

point z homoclinic with respect to p. For each p ∈ Per(P ) consider the following sets

Tp :={A ∈ Cr,ν(M, sl(2,K)) : ΨA is twisting for the point p ∈ Per(P )

and some homoclinic point z},

Pp := {A ∈ Cr,ν(M, sl(2,K)) : ΨA is pinching for the point p ∈ Per(P )},

TPp :={A ∈ Cr,ν(M, sl(2,K)) : ΨA is twisting and pinching for the point p ∈ Per(P )

and some homoclinic point z},

and

TP := ∪p∈Per(P )TPp.

We will prove that TP is an open and dense subset of Cr,ν(M, sl(2,K)).

By Proposition 4.2.15 and Proposition 4.2.17 the sets Tp and Pp are open for every

fixed p ∈ Per(P ). Since TPp = Tp ∩ Pp, we also have TPp is open for each p ∈ Per(P ),

then TP is also open.

To show that TP is dense, take any A ∈ Cr,ν(M, sl(2,K)), p ∈ Per(P ) and a ho-

moclinic point z for p. If ΨA is not pinching for p, by Proposition 4.2.20 we can find

B ∈ Cr,ν(M, sl(2,K)), close to A, and periodic points xn for P , so that xn → p such

that ΨB is pinching for xn. If ΨB is not twisting to xn, by Proposition 4.2.16 we can

find C ∈ Cr,ν(M, sl(2,K)) close to B, such that ΨC is twisting for xn. Since Pxn is

open, we have that we can take C ∈ TPxn . Thus, taking approaches sufficiently small,

A ∈ Cr,ν(M, sl(2,K)) is close to C ∈ TP , so TP is dense in Cr,ν(M, sl(2,K)).

This concludes the proof of Theorem A.
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Chapter 5

Ergodic optimization for hyperbolic

flows

The results in this chapter were obtained in collaboration with Paulo Varandas and

Roberto Sant’Anna.

5.1 Hyperbolic flows

Our starting point is a result due Contreras for Ruelle expanding maps. Let Σ be a

compact metric space and T : Σ → Σ be a Ruelle expanding map: there are numbers

k ∈ Z+ and 0 < λ < 1 such that for every point x ∈ Σ there is a neighborhood Ux of x in

Σ and continuous branches Si, i = 1, . . . , `x ≤ k of the inverse of T such that

T−1(Ux) =
`x⋃
i=1

Si(Ux), T ◦ Si = IUx

for all i, and

d (Si(y), Si(z)) ≤ λd(y, z)

for all y, z ∈ Ux. Assume without loss of generality diam Σ = 1.

Theorem 5.1.1 (Contreras [19]). If Σ is a compact metric space and T : Σ → Σ is a

Ruelle expanding map then there is an open and dense set O ⊂ Cα(Σ,R) such that for all

F ∈ O there is a single F -maximizing measure and it is supported on a periodic orbit.

Actually, in [19], Theorem 5.1.1 was proved for Lip(Σ,R), the space of Lipschitz

observables, instead of Cα(Σ,R). But a Lipschitz function is a Hölder function with

α = 1 and the result remains true as we stated here up to a change of metric. In fact,

a Hölder function φ ∈ Cα(Σ,R) with respect to the metric d(·, ·) becomes a Lipschitz

function if we just change the metric to dα(·, ·) defined by dα(x, y) = d(x, y)α.
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For generic continuous observables Morris showed in [34, Corollary 1.3] the following.

Theorem 5.1.2. Let T : M → M be a continuous transformation of a compact met-

ric space satisfying Bowen’s specification property. Then there is a dense Gδ set Z ⊂
C0(M,R) such that for every f ∈ Z, there is a single T -maximizing measure, such that

it has support equal to M , has zero entropy and is not strongly mixing.

5.1.1 Ergodic optimization for the shift map

We recall the following result by Bowen, whose proof will be included for reader’s

convenience. Recall that for R a n× n matrix of 0’s and 1’s, we denote

ΣR =
{
x ∈ Σn : Rxixi+1

= 1 for all i ∈ Z
}

and call σ : ΣR → ΣR, σ
(
{xi}∞i=−∞

)
= {xi+1}∞i=−∞, a subshift of finite type. Also recall

that for φ : ΣR → R continuous we define the variation of φ on k-cylinders by

varkφ = sup{|φ(x)− φ(y)| : xi = yi for all |i| ≤ k}

and denote FR the family of all continuous φ : ΣR → R for which varkφ ≤ bck (for all

k ≥ 0) for some positive constants b and c ∈ (0, 1).

Lemma 5.1.3 (Bowen [14, Lemma 1.6] ). If φ ∈ FR, then there exists a continuous

function u : ΣR → R such that ψ := φ + u ◦ σ − u ∈ FR and ψ(x) = ψ(y) whenever

xi = yi for all i ≥ 0.

Proof. For each 1 ≤ t ≤ n pick {ak,t}∞k=−∞ ∈ ΣR with a0,t = t. Define ρ : ΣR → ΣR by

ρ(x) = x∗ where

x∗k =

xk for k ≥ 0

ak,x0 for k ≤ 0.

Let

u(x) =
∞∑
j=0

(φ(σj(x))− φ(σj(ρ(x)))).

Since σj(x) and σj(ρ(x)) agree in places from −j to +∞,

|φ(σj(x))− φ(σjρ(x)))| ≤ varjφ ≤ bαj.

As
∑∞

j=0 bα
j < ∞, u is well defined and continuous. If xi = yi for all |i| ≤ n, then, for

j ∈ [0, n],

|φ(σj(x))− φ(σj(y))| ≤ varn−jφ ≤ bαn−j
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and

|φ(σjρ((x)))− φ(σjρ((y)))| ≤ bαn−j.

Hence

|u(x)− u(y)| ≤
[n2 ]∑
j=0

|φ(σj(x))− φ(σj(y)) + φ(σjρ((x)))− φ(σjρ((y)))|+ 2
∑
j>[n2 ]

αj

≤ 2b

 [n2 ]∑
j=0

αn−j +
∑
j>[n2 ]

αj


≤ 4bα[n2 ]

1− α
.

This shows that u ∈ FR. Hence ψ := φ− u+ u ◦ σ ∈ FR. Furthermore

ψ(x) = φ(x) +
∞∑

j=−1

(
φ(σj+1ρ(x))− φ(σj+1(x))

)
+
∞∑
j=0

(
φ(σj+1(x))− φ(σj(ρ(x)))

)
= φ(ρ(x)) +

∞∑
j=0

(
φ(σj+1(x))− φ(σj(ρ(x)))

)
.

The final expression depends only on {xi}∞i=0, as desired.

Now we analyze the previous coboundary map as a function of the observable. Note

that by Remark 3.1.1, up to a change of metric, we have that FR = Cα(ΣR,R). So we

have the following.

Lemma 5.1.4. Let D+ be defined as

D+ :=
{
ψ ∈ Cα(ΣR,R) : ψ(x) = ψ(y) whenever xi = yi for all i ≥ 0

}
.

Then the application Ξ : Cα(ΣR,R)→ D+ given by Ξ(φ) = φ+ u ◦ σ − u, where u = uφ :

ΣR → R is given by Lemma 5.1.3, is a submersion.

Proof. First we show that the transformation U : Cα(ΣR,R)→ Cα(ΣR,R) given by

U(φ)(x) =
∞∑
j=0

(φ(σj(x))− φ(σj(ρ(x))))

is linear on φ ∈ Cα(ΣR,R). Then, for φ, ψ ∈ Cα(ΣR,R) and λ ∈ R we have that

U(φ+ λψ)(x) =
∞∑
j=0

((φ+ λψ)(σj(x))− (φ+ λψ)(σj(ρ(x))))

=
∞∑
j=0

((φ(σj(x)) + λψ(σj(x)))− (φ(σj(ρ(x))) + λψ(σj(ρ(x)))))

=
∞∑
j=0

((φ(σj(x))− φ(σj(ρ(x)))) + λ(ψ(σj(x))− ψ(σj(ρ(x))))).
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Since

U(φ)(x) =
∞∑
j=0

(φ(σj(x))− φ(σj(ρ(x))))

and

U(ψ)(x) =
∞∑
j=0

(ψ(σj(x))− ψ(σj(ρ(x))))

are convergent series, we have that

U(φ+ λψ)(x) = U(φ)(x) + λU(ψ)(x).

This proves that U is linear. Hence, Ξ : Cα(ΣR,R) → D+ is linear, since it is a sum of

linear transformations. Note also that Ξ is surjective by construction of D+. This implies

that Ξ : Cα(ΣR,R)→ D+ is submersion.

Remark 5.1.5. If φ ∈ Cα(Σ+
R,R) one can associate to φ an observable φ̃ ∈ Cα(ΣR,R) by

φ̃
(
{xi}∞i=−∞

)
= φ ({xi}∞i=0)

where {xi}∞i=0 ∈ Σ+
R is the natural projection of {xi}∞i=−∞ ∈ ΣR. Note that φ̃ : ΣR → R

is constant along local stable leaves. Reciprocally, if φ̃ ∈ Cα(ΣR,R) satisfies φ̃(x) = φ̃(y)

whenever xi = yi for all i ≥ 0, then one can associate to φ̃ an observable in φ ∈ Cα(Σ+
R,R)

by

φ ({xi}∞i=0) = φ̃
(
{xi}∞i=−∞

)
.

The observables in Cα(Σ+
R,R) are thus identified with the subclass of Cα(ΣR,R) formed

by observables that are constant on local stable leaves. More precisely, given identification

Σ+
R ≈ ΣR/ ∼,

where x ∼ y if xi = yi for all i ≥ 0 and x, y ∈ ΣR, one can identify

Cα(Σ+
R,R) ≈ Cα(ΣR,R)/ ∼ ≈ D+,

where D+ :=
{
ψ ∈ Cα(ΣR,R) : ψ(x) = ψ(y) whenever xi = yi for all i ≥ 0

}
.

The next result is a version of the main result in [19] for bilateral subshift of finite

type.

Proposition 5.1.6. There is an open and dense subset R ⊂ Cα(ΣR,R) such that for all

φ ∈ R there is a single φ-maximizing measure and it is supported on a periodic orbit of

σ : ΣR → ΣR.
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Proof. By Remark 3.1.2, we can apply Theorem 5.1.1 to σ : Σ+
R → Σ+

R and obtain an

open and dense set O ⊂ Cα(Σ+
R,R) such that for all ψ ∈ O there is a single ψ-maximizing

measure and it is supported on a periodic orbit. By Remark 5.1.5 we have that O is

isomorphic to an open and dense set O+ ⊂ D+, such that for all ψ ∈ O+ there is a

single ψ-maximizing measure and it is supported on a periodic orbit. In fact, for every µ

σ-invariant measure in Σ+
R there is a natural way to make µ into a measure on ΣA.

Following [14, Section C], for φ ∈ C0(ΣR,R) define φ∗ ∈ C0(Σ+
R,R) by

φ∗ ({xi}∞i=0) = min{φ(y) : y ∈ ΣR, yi = xi for all i ≥ 0}.

Notice that for m,n ≥ 0 one has

‖(φ ◦ σn)∗ ◦ σm − (φ ◦ σm+n)∗‖ ≤ varnφ.

Hence∣∣∣∣∫ (φ ◦ σn)∗dµ−
∫

(φ ◦ σn+m)∗dµ

∣∣∣∣ =

∣∣∣∣∫ (φ ◦ σn)∗ ◦ σmdµ−
∫

(φ ◦ σn+m)∗dµ

∣∣∣∣
≤ varnφ

which approaches 0, as n→∞, since φ is continuous. Hence∫
φdµ̃ = lim

n→∞

∫
(φ ◦ σn)∗dµ

exists by the Cauchy criterion. It is straightforward to check that µ̃ ∈ C0(ΣR,R)∗. By

the Riesz Representation Theorem we see that µ̃ defines a probability measures on ΣR.

Note that ∫
φ ◦ σdµ̃ = lim

n→∞

∫
(φ ◦ σn+1)∗dµ =

∫
φdµ̃.

proving that µ̃ is σ-invariant. Also
∫
ψ̃dµ̃ =

∫
ψdµ for φ ∈ C0(Σ+

R,R) with ψ̃ as in

Remark 5.1.5.

Note that if ψ = φ+u ◦σ−u, then M(φ, σ) = M(ψ, σ) and the maximizing measures

for φ and ψ are the same. Hence, by Lemma 5.1.4 the pre-image Ξ−1(O+) is an open

and dense subset of Cα(ΣR,R), and for every for every φ ∈ Ξ−1(O+) there exists a single

φ-maximizing measure and it is supported on a periodic orbit.

5.1.2 Proof of Theorem B

The next Lemma, similar to [3, Lemma 3.4], shows that the maximum valueM(Φ, (X t)t)

varies continuously with respect to the observable Φ.
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Lemma 5.1.7. Let (Φk) be a sequence of continuous observables converging to Φ : Σr → R
in the C0-topology. Let µk be any maximizing measure for Φk and µ be an accumula-

tion point of the sequence (µk)k. Then, lim
k→∞

M(Φk, (X
t)t) = M(Φ, (X t)t) and µ is a

Φ-maximizing measure.

Proof. For any ε > 0, and and for k sufficiently large,

Φ(x, t)− ε ≤ Φk(x, t) ≤ Φ(x, t) + ε

for all (x, t) ∈ Σr.

This shows

M(Φ, (X t)t)− ε ≤M(Φk, (X
t)t) ≤M(Φ, (X t)t) + ε.

Furthermore, we have M(Φk, (X
t)t) =

∫
Φkdµk, M(Φ, (X t)t) =

∫
Φdµ and (up to a sub-

sequence),

lim
k→∞

∫
Φkdµk =

∫
Φdµ

because µk converges to µ in the weak* topology and Φk goes to Φ in the strong topology.

5.1.2.1 Reduction to base dynamics

In this subsection let σ : ΣR → ΣR be a two-sided subshift of finite type and let

(X t)t be the suspension flow associated to σ with a Hölder continuous height function

r : ΣR → R+ bounded away from zero. We also consider µ ∈ M1(Σr
R, (X

t)t) and

µ̄ ∈M1(ΣR, σ), such that µ is induced in Σr
R by µ̄. By Remark 3.2.7 we have that

µ =
µ̄× Leb∫

ΣR
rdµ̄

. (5.1.1)

Lemma 5.1.8. For each continuous function Φ : Σr
R → R, define ϕ : ΣR → R by

ϕ(x) =

∫ r(x)

0

Φ(Xs(x)) ds,

for every x ∈ ΣR. Then ∫
ΣrR

Φdµ =

∫
ΣR
ϕdµ̄∫

ΣR
rdµ̄

. (5.1.2)
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Proof. By (5.1.1) we have∫
ΣrR

Φdµ =

∫
Φ ◦ χΣrR

dµ

=
1∫

ΣR
rdµ̄

∫
ΣR×R

Φ ◦ χΣrR
(x, s) dµ̄× Leb

=
1∫

ΣR
rdµ̄

∫
ΣR

∫
R

Φ ◦ χΣrR
(x, s) ds dµ̄

=
1∫

ΣR
rdµ̄

∫
ΣR

∫ r(x)

0

Φ(Xs(x)) ds dµ̄

=

∫
ΣR
ϕdµ̄∫

ΣR
rdµ̄

.

Lemma 5.1.9. The map F : Cα(Σr
R,R)→ Cα(ΣR,R) given by

F(Φ) =

∫ r(x)

0

Φ(Xs(x)) ds

is a submersion.

Proof. F is clearly linear in Φ. Therefore DΦF(H) = F(H) for H ∈ Cα(Σr
R,R). To show

that DΦF is surjective, we take any ϕ ∈ Cα(ΣR,R) and present a Φ ∈ Cα(Σr
R,R) such

that F(Φ) = ϕ. It is sufficient to take Φ(x, t) =
ϕ(x)

r(x)
, which is possible since r(x) 6= 0 for

every x ∈ ΣR. In fact, since
ϕ(x)

r(x)
does not depend on t,

F(Φ) =

∫ r(x)

0

Φ(Xs(x)) ds

=

∫ r(x)

0

ϕ(x)

r(x)
ds

=
ϕ(x)

r(x)
· r(x)

= ϕ(x).

Therefore DΦF is surjective and F is a submersion.

Next lemma plays an essential role in the proof of Theorem B. In its essence it provides

a correspondence between maximizing measures for potentials on the Poincaré map and

maximizing measures for suspension flows.
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Lemma 5.1.10. Let (X t)t : M r → M r be a suspension flow over a continuous map

f : M → M on a compact metric space M with continuous height function r : M → R.

Let Φ : M r → R be continuous and ϕ : M → R be given by

ϕ(x) =

∫ r(x)

0

Φ(Xs(x)) ds.

Then the following are equivalent:

1. µ is a maximizing measure for (X t)t with respect to Φ

2. µ̄ is a maximizing measure for f with respect to ϕ̃ := ϕ−M(Φ, (X t)t)r. Moreover

M(ϕ̃, f) = 0.

Proof. First, note that by (5.1.2) we have

M(Φ, (X t)t) = max

{∫
Φdν

∣∣∣∣ ν ∈M1(M r, (X t)t)

}
= max

{ ∫
M
ϕdν̄∫

M
rdν̄

∣∣∣∣ ν̄ ∈M1(M, f)

}
and so

M(Φ, (X t)t) ≥
∫
M
ϕdν̄∫

M
rdν̄

for all ν̄ ∈M1(M, f). So we have

max
ν̄∈M1(M,f)

∫
M

(
ϕ−M(Φ, (X t)t)r

)
dν̄ ≤ 0. (5.1.3)

Therefore, if µ is a maximizing measure for (X t)t with respect to Φ, from (5.1.2) we have

that ∫
M

(
ϕ−M(Φ, (X t)t)r

)
dµ̄ =

∫
M

ϕdµ̄−M(Φ, (X t)t)

∫
M

rdµ̄

=

∫
M

ϕdµ̄−
∫
Mr

Φdµ

∫
M

rdµ̄

=

∫
M

ϕdµ̄−
∫
M
ϕdµ̄∫

M
rdµ̄

∫
M

rdµ̄

= 0.

By (5.1.3), zero is the maximum possible value for
∫
M

(ϕ−M(Φ, (X t)t)r) dµ̄. Thus µ̄ is

a maximizing measure for ϕ−M(Φ, (X t)t)r with respect to f .

On the other hand, suppose that µ̄ is a maximizing measure for ϕ̃ := ϕ−M(Φ, (X t)t)r

with respect to f . We claim that M(ϕ̃, f) = 0. In fact, suppose by contradiction that

M(ϕ̃, f) = max
ν̄∈M1(M,f)

∫
M

(
ϕ−M(Φ, (X t)t)r

)
dν̄ < 0.
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In this case,
M(ϕ̃, f)∫
M
rdν̄

≤ M(ϕ̃, f)

‖r‖∞
< 0

since, for any ν̄ ∈M1(M, f),
∫
M
rdν̄ ≤ ‖r‖∞. Consequently∫

M

(
ϕ−M(Φ, (X t)t)r

)
dν̄ ≤M(ϕ̃, f) < 0∫

M

ϕdν̄ −M(Φ, (X t)t)

∫
M

rdν̄ ≤M(ϕ̃, f) < 0∫
M
ϕdν̄∫

M
rdν̄
−
M(Φ, (X t)t)

∫
M
rdν̄∫

M
rdν̄

≤ M(ϕ̃, f)∫
M
rdν̄

< 0∫
Mr

Φdν −M(Φ, (X t)t) ≤
M(ϕ̃, f)

‖r‖∞
< 0.

Therefore there is a > 0 such that
∫
Mr Φdν−M(Φ, (X t)t) < −a for all ν ∈M1(M r, (X t)t)

and taking the maximum over ν we have

max
ν∈M1(Mr,(Xt)t)

∫
Mr

Φdν −M(Φ, (X t)t) < −a < 0

leading to a contradiction.

It is straightforward from the condition
∫
M

(ϕ−M(Φ, (X t)t)r) dµ̄ = 0 and (5.1.2) that

M(Φ, (X t)t) =

∫
M
ϕdµ̄∫

M
rdµ̄

=

∫
Mr

Φdµ.

So µ is a maximizing measure for Φ with respect to (X t)t.

Lemma 5.1.11. Let (X t)t be a suspension flow over f : M → M with α-Hölder con-

tinuous roof function r : M → R. If Φ : M r → R is α-Hölder continuous (respectively

continuous) in M r. Then ϕ : M → R given by

ϕ(x) =

∫ r(x)

0

Φ(Xs(x)) ds

is Hölder continuous (respectively continuous).

Proof. Take x, y ∈M with r(x) ≥ r(y) (the case r(x) ≤ r(y) is analogous). Using that Φ

and r are Hölder, we have

|ϕ(x)− ϕ(y)| =

∣∣∣∣∣
∫ r(x)

0

Φ(Xs(x))ds−
∫ r(y)

0

Φ(Xs(y))ds

∣∣∣∣∣
≤
∫ r(y)

0

|Φ(Xs(x))− Φ(Xs(y))| ds+

∫ r(x)

r(y)

Φ(Xs(x))ds

≤ sup r · sup
s∈(0,r(y))

|Φ(Xs(x))− Φ(Xs(y))|+ sup |Φ| · |r(x)− r(y)|

≤ b · sup
s∈(0,r(y))

dMr((x, s), (y, s))α + sup |Φ|·LdM(x, y)α (5.1.4)
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for some positive constant b. It follows from Proposition 3.2.4, inequality (5.1.4) and the

relation of dMr with the pseudo metric dπ expressed in (3.2.3) that

|ϕ(x)− ϕ(y)| ≤ sup |Φ|·LdM(x, y)α + bcdπ((x, s), (y, s))α

≤ [sup |Φ| · L+ bc]dM(x, y)α.

This yields the desired result for Hölder continuous observables.

The case Φ continuous is immediate by composition of continuous functions.

Proof. (of Theorem B) By Proposition 5.1.6, there exists an open and dense set O ⊂
Cα(ΣR,R) such that if ϕ ∈ O there is a unique ϕ-maximizing measure µ̄ and it is

supported on a periodic orbit.

For k ∈ R we define the set

Ck := {ψ ∈ Cα(ΣR,R) : M(ψ, σ) = k}. (5.1.5)

Note that Cα(ΣR,R) =
⋃
k∈RCk. For k = 0, we define the map

π0 : Cα(ΣR,R) // C0

ϕ � // π0(ϕ) = ϕ−M(ϕ, σ).

It is easy to see that if ϕ ∈ π0(O), then there is a single ϕ-maximizing measure µ̄ and it

is supported on a periodic orbit. We claim the following

Claim 5.1.12. π0(O) is open and dense in C0.

Proof. Take any ϕ1 ∈ π0(O). We will show that ϕ1 is an interior point of π0(O) in C0.

We have that there exists ψ1 ∈ O such that ϕ1 = ψ1 −M(ψ1, σ). Denote k1 = M(ψ1, σ)

and consider the set Ck1 , as in (5.1.5). Since O is open in Cα(ΣR,R), O ∩ Ck1 is open in

Ck1 , so there is ε1 > 0 such that B(ψ1, ε1) ∩ Ck1 ⊂ O ∩ Ck1 , where B(ψ1, ε1) is the open

ball in Cα(ΣR,R) with center in ψ1 and radius ε1. For any ϕ2 ∈ B(ϕ1, ε1) ∩ C0 define

ψ2 := ϕ2 + k1. Since M(ϕ2, σ) = 0, we have that M(ψ2, σ) = k1, hence ψ2 ∈ Ck1 and

‖ψ1 − ψ2‖ = ‖ψ1 − ϕ2 − k1‖ = ‖ϕ1 − ϕ2‖ ≤ ε1,

so ψ2 ∈ B(ψ1, ε1). Therefore ψ2 ∈ Ck1 and ϕ2 ∈ π0(O). Since ϕ2 was taken arbitrarily,

we have that B(ϕ1, ε1) ∩ C0 ⊂ π0(O), which means that ϕ1 is an interior point of π0(O)

in C0. Therefore π0(O) is an open subset of C0.

In order to prove that π0(O) is dense, take any ϕ3 ∈ C0\π0(O) and show that ϕ3 is a

accumulation point for π0(O) in C0. Since O is dense in Cα(ΣR,R), there is {ψn}n ⊂ O
such that ψn → ϕ3 when n → ∞. Since Cα(M,R) 3 ϕ 7→ M(ϕ, σ) is continuous, we

have that π0 is also continuous, so π0(ψn)→ π0(ϕ3) = ϕ3 when n→∞. Therefore ϕ3 is

a accumulation point for π0(O), which means that π0(O) is dense in C0.

This proves the claim.
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Figure 5.1.1: ϕ1 = ψ1 − k1 and ϕ2 = ψ2 − k1, where k1 = M(ψ1, σ).

Figure 5.1.2: ψn → ϕ3 ⇒ π0(ψn)→ ϕ3.

We proceed with the proof of Theorem B. For every Φ ∈ Cα(Σr
R,R), defining Φ0 =

Φ−M(Φ, (X t)t) we have that M(Φ0, (X
t)t) = 0. As before, we define the set

Cr
0 = {Φ ∈ Cα(Σr

R,R) : M(Φ, (X t)t) = 0}.

The map F(Φ) =
∫ r(x)

0
Φ(Xs(x)) ds defined in Lemma 5.1.9 satisfies

F(Cr
0) = C0.

Since F is a submersion, by Lemma 5.1.9, we have that the pre-image F−1(O0) is an open

and dense subset of Cr
0 . Using Lemma 5.1.10 once more, every Φ ∈ F−1(O0) has a unique

maximizing measure, and it has the desired properties.

Now we claim the following

Claim 5.1.13. The set Ô := {Φ ∈ Cα(Σr
R,R) : Φ −M(Φ, (X t)t) ∈ F−1(O0)} is an open

and dense subset of Cα(Σr
R,R).

Proof. To show that Ô is open, we take any Φ ∈ Ô and show that Φ is an interior point.

Let Φ0 = Φ −M(Φ, (X t)t) ∈ F−1(O0). Since F−1(O0) is open in Cr
0 , there is a ε > 0
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such that if Υ ∈ Cr
0 and ‖Φ0 − Υ‖ < ε, then Υ ∈ F−1(O0). On the other hand, since

Φ 7→ M(Φ, (X t)t) is a continuous map, there is δ > 0 such that if ‖Φ − Ψ‖ < δ, then

|M(Φ, (X t)t)−M(Ψ, (X t)t)| <
ε

2
. Without loss of generality we can suppose that δ <

ε

2
.

So taking Ψ ∈ Cα(Σr
R,R) such that ‖Φ−Ψ‖ < δ we have

‖Φ0 −Ψ0‖ = ‖Φ−M(Φ, (X t)t)−Ψ +M(Ψ, (X t)t)‖

≤ ‖Φ−Ψ‖+ ‖M(Φ, (X t)t)−M(Ψ, (X t)t)‖

< δ +
ε

2

< ε

which means that Ψ0 ∈ Cr
0 . So Ψ ∈ Ô and consequently Ô is open.

In order to show that Ô is dense, we take any Ψ ∈ Cα(Σr
R,R)\Ô and show that

Ψ is a accumulation point for Ô. Since F−1(O0) is dense in Cr
0 , for any ε > 0 there

is Υ ∈ F−1(O0) such that ‖Ψ0 − Υ‖ < ε. Taking Φ = Υ + M(Ψ, (X t)t), note that

M(Φ, (X t)t) = M(Ψ, (X t)t). In fact, since M(Υ, (X t)t) = 0 we have

M(Φ, (X t)t) = M(Υ +M(Ψ, (X t)t), (X
t)t)

= M(Υ, (X t)t) +M(Ψ, (X t)t)

= M(Ψ, (X t)t).

Moreover Φ ∈ Ô, because M(Φ, (X t)t) = M(Ψ, (X t)t) and so

Φ0 = Φ−M(Φ, (X t)t)

= Υ +M(Ψ, (X t)t)−M(Ψ, (X t)t)

= Υ ∈ F−1(O0).

We also have

‖Ψ− Φ‖ = ‖Ψ−Υ−M(Ψ, (X t)t)‖ = ‖Ψ0 −Υ‖ < ε.

Since ε was arbitrary we have that Ψ is a accumulation point for Ô. Therefore Ô is a

dense subset of Cα(Σr
R,R).

Note that every Φ ∈ Ô has a unique maximizing measure, as we can see by Lemma

5.1.10, and it is supported on a periodic orbit.

5.1.3 Proof of Theorem C

Let Λ ⊂ M be hyperbolic basic set for the flow (X t)t∈R embedding on a suspension

flow over a subshift of finite type. This means that there is a subshift of finite type
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σR : ΣR → ΣR, a positive r ∈ Cα(ΣR,R) and a Hölder continuous bijection π : Σr
R → Λ

so that the diagram

Σr
R

Y t //

π
��

Σr
R

π
��

Λ Xt
// Λ.

(5.1.6)

commutes, where Σr
R is a quotient as in (3.2.1) and (Y t)t : Σr

R → Σr
R is the suspension

flow over σR with height function r.

Since we suppose that π : Σr
R → Λ is one-to-one, given an observable Φ ∈ Cα(Λ,R)

one can induce an observable Φ∗ ∈ Cα(Σr
R,R) by doing Φ∗ = Φ ◦ π and the map Θ :

Cα(Λ,R)→ Cα(Σr
R,R) defined by Θ(Φ) = Φ ◦ π is one-to-one.

By Theorem B there is an open and dense set Rr ⊂ Cα(Σr
R,R) of observables Φ :

Σr
R → R such that, for every Φ ∈ Rr, there is a single (Y t)t-maximizing measure with

respect to Φ, and it is supported on a periodic orbit. Then Θ−1(Rr) is an open and dense

set in Cα(Λ,R) such that, for every Φ ∈ Θ−1(Rr), there is a single (X t)t-maximizing

measure, with respect to Φ, and it is supported on a periodic orbit.

5.1.4 Proof of Theorem D

Morris proved in [34, Corollary 1.3] that if f : M → M satisfies Bowen’s speci-

fication property, then there is a dense Gδ set (a countable intersection of open sets)

Z ⊂ C0(M,R), the set of continuous observables in M , such that every ϕ ∈ Z has a

unique maximizing measure with full support. Let (X t)t : M r → M r be a suspension

flow over f with the continuous height function r : M → R.

Our main tool to transfer results on discrete time maps for suspension flows is Lemma

5.1.10. It does not depend on the regularity of the observables, so we can utilize the

same methods in the proof of Theorem B to transfer others results about uniqueness of

maximizing measures for discrete time to suspension flows, even if those results are made

for other classes of observables than Hölder or Lipschitz. Therefore we can, for instance,

obtain Morris’ result for suspension flows, which stated in Theorem 5.1.2.

As in the proof of Theorem B, we define

Ck = {ψ ∈ C0(M,R) : M(ψ, f) = k}

and conclude that there is a dense Gδ set Z0 ⊂ C0 such that every ϕ ∈ Z0 has a unique

maximizing measure with full support. Using again the map F(Φ) =
∫ r(x)

0
Φ(Xs(x)) ds

defined in Lemma 5.1.9, since F is a submersion, by Lemma 5.1.9, we have that the

pre-image F−1(Z0) is an open and dense subset of

Cr
0 = {Φ ∈ C0(M r,R) : M(Φ, (X t)t) = 0}.
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Using Lemma 5.1.10 once more, every Φ ∈ F−1(Z0) has a unique maximizing measure

with full support.

Now we claim the following

Claim 5.1.14. The set Ẑ := {Φ ∈ Cα(Σr
R,R) : Φ −M(Φ, (X t)t) ∈ F−1(O0)} is an open

and dense subset of C0(M r,R).

The proof of this is identical of the proof of Claim 5.1.13. Since is clear that every

Φ ∈ Ẑ has a unique maximizing measure with full support, this concludes the proof of

Theorem D.
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Chapter 6

Some open questions

In this section we collect some problems that arise or are related with the topics in

this thesis.

6.1 Lyapunov spectra of linear cocycles over flows

First, we consider the case of linear cocycles over flows. Some two very natural ques-

tions are as follows:

Question 1: Can Theorem A be extended to cocycles taking values on more general Lie

groups, and for non-uniformly hyperbolic flows?

A related question is whether these results can be extended to cocycles taking values on

Banach or Hilbert spaces. The methods for proving the existence of a positive Lyapunov

exponent and to prove simplicity of the Lyapunov spectrum are substantially different.

Unfortunately, there is a minor step without a proof in [11], that if completed our results

would hold for SL(d,K) cocycles for any d ≥ 2. We pose the following:

Question 2: Let f be a Anosov diffeomorphism and O denote the space of Hölder con-

tinuous SL(d,K) fiber-bunched linear cocycles A over f such that there exists a periodic

point for f so that A has simple spectrum on p. If µ has local product structure, does an

open and dense set of cocycles in O have simple Lyapunov spectrum with respect to µ?

6.2 Ergodic optimization for flows

To the best of our knowledge, apart from the construction of sub-actions for Anosov

flows [32], these are the first results concerning ergodic optimization for flows. Given the

recent interest and development of ergodic optimization, there are many questions that

can be addressed. First we consider less regular topologies. In [42, 41], Addas-Zanata
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and Tal proved that if M is a compact Riemannian manifold, and Homeo(M) denotes

the space of homeomorphisms in M then for every φ ∈ C0(M,R) there exists a dense

subset D ⊂ Homeo(M) of homeomorphisms so that every f ∈ D has a φ-maximizing

measure supported on a periodic orbit, but that the there exists a Baire residual subset

R ⊂ Homeo(M) so that no φ-maximizing measure is periodic. Let F0(M) denote the

space of continuous flows on M and X0,1(M) denote the space of Lipschitz continuous

vector fields on M endowed with the C0-topology.

Question 3: Given φ ∈ C0(M,R), does there exist a Baire residual subset R ⊂ F0(M) so

that no φ-maximizing measure is periodic? Alternatively, the same question on X0,1(M).

6.3 Hyperbolic and singular-hyperbolic flows

We now consider smooth dynamical systems with some hyperbolicity. A question that

is often considered in ergodic optimization is to characterize the support of the maximizing

measures (see e.g. [18, 23, 20] for both additive and non-additive sequence of observables).

This raises the following:

Question 4: Is there a subordination principle for hyperbolic flows?

A positive answer to the previous question would lead to a better understanding of

Aubry sets for flows and would require an extension of Atkinson’s lemma for flows. Finally

it is natural to look for extensions of Theorems C and D for the context of non-hyperbolic

flows, as the Lorenz attractors. More precisely:

Question 5: Let M be a 3-dimension compact boundless Riemannian manifold and Λ be

a Lorenz-like attractor for a flow (X t)t : M →M . Then

1. Is there an open and dense set R ⊂ Cα(M,R) of α-Hölder observables such that,

for every Φ ∈ R, there is a unique (X t)t-maximizing measure, with respect to Φ,

and it is supported on a periodic orbit?

2. Is there a C0-residual subset R ⊂ C0(M,R) such that for every Φ ∈ R there is a

unique (X t)t-maximizing measure, with respect to Φ, it has full support and zero

entropy?
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